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Introduction

-
[

On May 7, 1964, at the invitation of Dr., Raymond L.'Bisplinghoff,
Associate Administrator for Advanced Research and Technology, a confer-
ence was held in NASA Headquarters, on the subject '"Heat Transfer Computer
Programs." The conference was one of several held in Headquarters during
the first half of 1964 for review and planning of NASA's research program
on space vehicle thermal radiation and temperature control.

The conference brought about a useful interchange of information
between the NASA Centers, includiny JPL, on computer programs which had
been developed for the thermal design of spacecraft, The conferees concluded
that in addition to our annual confer:nce in this area, a useful con-
tinuing exchange of information could be through the establishment of a
quarterly newsletter fssued from Hezd iuarters lescribing current efforts.
Such a newsletter, on heat t-ansfer commuter nronrams, has heen establiched
enl 1t is hopel that the publication of the present proceeldings will be a

further milestone In advancin: the technology of using electronic computers

i'; as a tool in the thermal design of space vehicles,

The present volume inclules al’ of the formal presentstions made by

' staff members of the varfous NA's Centers, Their cooperation, which lel

to 2 highly snccessful conference, {is srertlv rpnreci-tal,

“onres1 M, 'l
WA Tenal uavters (Nada W=1)
Vashin - ton, D.M,
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MSF%’Coéputer Programs Utilized in the
Thermal Design and Analysis of Satellites

William C, Snoddy
MSFC

INTRODUCTION

Three IBM 7094 computer programs used in the thermal design of space-
craft will be discussed. The first program is one used for integrating
spectral reflectance or_emittance data to obtain total reflectance or
émittance. The second program calculates the percent time a satellite
spends in the earth's shadow during a revolution about the earth. And the
third program is called our General Space Thermal Program and is used to
calculate satellite temperatures throughout a revolution about the earth.

SPECTRAL INTEGRATION PROGRAM

This program-integrates spectral radiometric data with respect to
ngggg§§§:radiatignwat any temperature or with respect to the Johnson
solar radiation curve. One of the advantages of this program over similar
programs is the simplicity of data input. Only those data points are
needed which together with linear interpolation between points will define
the spectral data curve. For example, the curves shown in figure 1 were
entered into the computer by reading only those points marked on the
curves, These points were chosen because it can be seen that if they are
connected by straight lines (which the computer does when it interpolates
linearly) the result will closely follow the original curves. Thus, for
much spectral data it is necessary to enter only four or five points in-
to the computer,

Figure 2 is the computer printout for the data taken from the upper
curve in figure 1. First is given the identification of the sample and
then the input data is printed out. Given any two of the following, (1)
emittance, (2) reflectance, and (3) transmittance, the computer will cal-
“CuTate the third using Kirchoff's Law. In this case the sample was opaque
so that the transmlttance was assumed to be zero and thus the emittance
was calculated. The integration of this datzwith respect to solar-type
radiation was of interest and therefore this integration was performed
with respect to a blackbody curve at 5800°K and 6000°K (for other temper-
atures it is only necessary to input the temperatures themselves) and
also with respect to the Johnson solar curve which is stored in the
computer.. The column on ihe right gives the percent of the energy outside
the region covered by the data (in this case less thar. 0.32 microns and
greater than 3.0 microns). The center three columns give the integrated
emittance (which is equal to the absorptance by Kirchoff's Law) for each
of the three cases of interest and for various means of extrapolation to
cover the wavelengths outside the data region, In the first of these



columns the integrated value is shown where a '"straight" extrapolation is
used. That is the radiometric values for the two end data points are used
as the extrapolated values, In the next column results are given for an
extrapolation made by fitting a curve to the data. And in the next column
the results are shown for the case where no extrapolation is made or it can
be thought of as an extrapolation made such that it does not alter the
value of the integration. It might be noted that in this case, depending
on the solar model (blackbody or Johnson) and manner of extrapolation, a
solar absorptance ranging from 0.32 to 0.39 was obtained.

The 7094 computer together with a S.C. 4020 also plots the data as
shown in figure 3 (reflectance) and figure 4 (emittance or absorptance).

The lower curve in figure 1 was integrated to obtain total emittance
with respect tc various blackbody temperatures and by mistake the Johnson
solar curve. These results are given in figure 5 where the resuits for the
Johnson curve indicates problems caused by extrapolation over larze regions.
Plots of the spectral reflectance and emittance are given in figures 6 and
7 respectively. By using the results of this program and fitting a curve
to the total emittance as a function of temperature the variation of
emittance with respect to temperature could easily be included in thermal
computer programs,

SHADOW-SUNLIGHT PROGRAM

In this program information regarding the passage of a satellite
through the earth's shadow (figure 8) is obtained for use in satellite
thermal design and analysis work. The effect that variations in the per-
cent of the time that a satellite spends in the earth's shadow per revo-
lution can have on temperature of a satellite is shown in figure 9 where
a close correlation between this paramcter and the internal temperature
of Explorer VII during 320 days of orbiting can be seen.

Great pains have been taken with this program to simplify data input
as much as possible. For prelaunch studies it is usually convenient to
input ¢he data shown in figure 1G and for postlaunch calculations the
alternate form of data input given in figure 11 may be used, since these
parameters are usually readily available for any orbiting satellite.

From this input the program calculates, among other things, the orbital
positions where the satellite enters and

2 _enters and TEaVEE TR EACLI Y whedowy-
Ww. Calcul are also made for
uccessive days by extrapolation of the orbital elements consider:

Ppérturbations caused by the ohlatenass.of tha.earth. To avoid having to
load the position of the sun into the computer from the ephemeris, equations

were derived and included in the program which calculate the right ascension
and declination of the sun considering such parameters as leap years.

. Some of the results of the program are shown in figure 12. The top
curve is the percent of vime spent in the sunlight per revolution as a

sl



function of days after launch for the Explorer VII satellite. This curve
was obtained in one computer run consis<ing of 365 complete calculations
and required about one minute of machine time giving a running time of
about 1/6 second per calculation, The orbital parameters rere extrapolated
for the entire year and it was later determined that these extrapolated
results were in good agreement with results obtained using &ctual orbital
parameters. In the lower part of figure 12 is plotted additional computer
output, namely, the orbital position of ingress into the earth's shadow,
egress from the shadow, and perigeer relative to the ascending node and as

a function of days after launch. The position is given in terms of time
(in minutes) required for the satellite to travel from the ascending node
to the point of interest and an error analysis indicates accuracy to less
than 10 seconds. This accuracy was further verified by visual observations
of Echo I.

This type of graph is especially useful in determining what part of
the orbit a given tracking station will be able to "see" and thus aid in
planning tracking and performing data analysis. This is accomplished by
the fact that a tracking station at some fixed geographical latitude can
at best "see'" only a certain part of the satellite's orbit on any given
day. 1In the case of Explorer VII and the Huntsville station, that part
of the orbit approximately between the two .ines on the graph in figure 12
could be tracked at some time during the day. Thus initially Huntsville
could track only during the daylight portions of the orbit. On about 20
days after launch we conuld catch the satellite as it went into the earth's
shadow and around 50 days after lau'ch we could track it as it was leaving
the shadow. Knowing this information ahead of time, tracking at the
Huntsville station was coordinated throughout the year such that special
effort could be made to obtain data at times of particular interest such
as ingress, egress, and maximum and minimum suniight conditions.

GENERAL SPACE THERMAL PROGRAM

MSFC has been involved in the thermal design of several spacecraft
including Explorers I, III, IV, VII, VIII, and XI; Pioneers III and IV;
Saturn SA-V Payload; and the Meteoroid Measurement Satellite to be flownm
on Saturn around the end of this year. Some of these spacecraft are
ghown in figure 13, It was found that weekr and even months were often
required to set up and debug each of the couputer proyrams used for the
thermal design and evaluation of each of the¢ spacecraft. Thus was born
the idea of a computer program which could be utilized to minimize the
time and effort involved in obtaining theoretical results and at the same
time maximize the degree of sophistication which can be efficiently used
for such calculations.

The basic general ggquation used in the General Space Thermal Program
ic given in figure 14, The_ggnaninn__gtf first order fourth degree differ-

ﬂ951'1~3322§i::'£§§;522251“‘ thg“;nltanw§§!§g¥:ﬂ!§f‘f133‘!ﬁfawﬁ53 out_of
a se Cecraft the temperature of Which is. assumed to be.such

e of waich,

that it can be teépresented by one "effective temperaturse." The computer

i —r— - Vrw e mar
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will automatically set up '"n" such equations depending on how many sections
the spacecraft must be divided in order that the resulting set of equations
will eerve sufficiently as an analytical model. The first term on the

right in the equation represents the solar flux absorbed by the section,

the next term is the earth albedo flux absorbed, next the earih infrared
radiation term, then radiation away from the surface to space, internal

heat generation, and finally conduction and radiation exchange with all

the other sections. The bracketed factors are treated as separate functions
which are dependent on the specific makeup of each section.

The manner in which the program is organized is shown in figure 15.
The program includes many special subroutines whichk can be used in calcula-
ting the separate functions (A's and Q's)., Each of the subrcutines are
discussed briefly below. T T T T e
"D" = determines whether the satellite is in the earth's sh.dow at
each calculation point in the orbit

S

"PS'" = determinns the angle between perigee and the sun in the plane
of the orbit

"Fy," = calculates the geometry factor between a flat plate or the sides
of a cyliuder and the earth as a function of altitude and orien-
tation.

"g'" = calculates the geometry factor between a sphere and the earth
as a function of altitude

'"h" = calculates the altitude of the satellite as a function of position
in orbit

MAS = determines the angle between M, a vector defining the orientation
of a section of the spacecraft, and S, a vector toward the sun

RAM = calculates the angle between the radius vector to the satellite
and the vector M as a function of position in orbit

RAS = calculates the angle between the radius vector and a vector
towvard the sun

The F subroutine might be of particular interest and its derivation
is as follows: The gecmetry for planetary thermal radiation to a cylinder
is shown in figure 16. The geometry factors for variou~ orientaticm and
altitudes were calculated using a lengthly numerical progress by Ballinger,
et.al, (references 1 and 2) and part of their results is shown in figure 17,
In order to most efficiently enter these results into *he program with an
overall accuracy of better than two percent, a two variable curve fit was
made such all the information in figure 17 is contained in one fifth degree
polynomiel the coefficients of which are each fourth degree polynomials
(figure 18). Such an efficient means of calculating the geometry factor
allows the luxury of being able to combine the flux calculations directly

4



into the general program itself and thus reduce data handling and overall
time required to obtain results.

It was further found that the albedo flux could be calculated for the ’
sides of a cylinder (or a flat platc) simply by multiplying the infrared :
geometry factor (Fy, ) by the cosine of RAS and ignoring variations in the
"azimuth" angle J. (figure 19) and the fact that the flux is actually a
very complicated function of RAS. This process gives maximm errors of
around 57 as shown in figure 20 where the dashed curves represent the results
obtained by this method and the solid curves represent the 'true' results
from references 1 and 2. It might be noted that during a complete revolu-
tion about cthe earth the errors tend to cancel out.

The method used tg integrate the set of "n" first order differential
equation is the Rutta-Simpson one-third rule illustrated in figure 21.
—1f order to reduce running time a method of varying the integration time
step throughout a run was incorporated. This prevents the program from
"blowing up'" and decreasing computation times by factors of 10 or more
in some cases.

As an example of the simplicity of using this program the case of a
space-fixed hollow cube in orbit was considered (figure 22). The only
information needed to set up the program is given in figure 23 and input
data for a run is shown in figures 24 and 25. The conduction and radiation
coefficients between sections are entered by use of a matrix (figure 25)
and each value is given twice (i.e. Rjj = Ryj) allowing the computer to
perform a check on data input. The results for this case are shown in
figure 26.

Thus by use of this program it is possible to set up and obtain fairly
sophisticated theoretical results from a computer program within 24 hours
in many cases.
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SATELLITE HEAT TRANSFER PROGRAMS

by

Edward I. Powers
NASA Goddard Space Flight Center
Grezsnbelt, Maryland



Computer Programs for Spacecraft Thermal.Jesign
at Goddard Space Flight Center

The thermal design of an earth satellite requires
an accurate knowledge of both thermal radiation inputs and
internal temperature distribution. The use of the IBM-7094
as an analytical tool to determine these functions is now

widely employed.

At Goddard Space Flight Center, two programs are
used extensively. One determines the thermal radiation
(i.e., direct solar radiation, earth emitted radiation,
and albedo) to a spinning flat plate. The program is geared
toward the analysis of spin-stabilized spacecraft, but can
be applied to non-spinning plates either earth or space
oriented. The second program determines the temperature
distribution and net heat flcw, provided the appropriate
conductgnccs, radiation view factors, and thermal properties

are known,

A detailed discussion of these programs is presented

belcw.



THERMAL RADIATION TO A FLAT SURFACE
RCTATING ABOUT AN ARBITRARY AXIS
IN AN ELLIPTICAL EARTH ORBIT: APPLICATION
TO SPIN-STABILIZED SATELLITES

/\ )///—/ /77 Edwardk;?,Powers

/ // 6 Goddard Space Flight Centey

SUMMARY
o

The derivation of total thermal radiation incident upon
a {lat plate rotating about an arbitrary axis is presented.
The functional relationships between position in anelliptical
earth orbit and direct solar radiation, earth-reflected solar
radiation (albedo), and earth-emitted radiation (earthshine)
are included. The equations have been programmed for the
IBM 7090 digital computer, resulting in solutions which
relate the incident radiation to spin axis orientation and
orbital position. Several representative orbits for a typical
geometrical configuration were analyzed and are presented
as examples.
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THERMAL RADIATION TO A FLAT SURFACE
ROTATING ABOUT AN ARBITRARY AXIS
IN AN ELLIPTICAL EARTH ORBIT: APPLICATION

TO SPIN-STABILIZED SATELLITES

by
Edward I. Powers
Goddard Space Flight Centey

INTRODUCTION

The satisfactory operation of an artificial satellite depends upon maintaining the payload
temperature within prescribed limits, For example, the standard batteries employed in present-
day spacecraft generally restrict the temperature limits to 0 and 40°C. Often experimenic lo-
cated within the satellite structure further restrict this variation.

The temperature level of a satellite may be determined by solving the instantaneous energy
balance

: = dr
P 'SasAp*’q_lb*q” <rr’AsT‘+WCp TR

where
P = internal power dissipation,
S = solar constant,

a_ = solar absorptance,

A, = instantaneous projected area for sunlight,
q,,, = reflected solar radiation (albedo),

q,, = earth-emitted radiation (earthshine),

o = Stefan-Boltzmann constant,

¢ = infrared emittance,



A, = tctal surface area,

T¢ = mean fourth power, surface temperature,
WC = heat capacity of the satellite,

daT ‘ .

4t = time rate of change of satellite temperature.

If the average orpital temperature is being computed, the last term is dropped. In this case al.
heat input terms represent integrated orbital values.

It should be noted that the above equation, as a representation of the entire sztellite, is greatly
oversimplified. The values for ¢ and o, generally vary over the surface and great fluctuations in
skin temperature may exist. In practice the thermal analysis consists of the development of a
thermal model which represents a fine mesh of interconnected isothermal nodes. The appropriate
relationship between nodes in regard to thermal conduction and radiation interchange must be
established.

The energy balance for each node of a thermal model may be written

l:,n + Sas" Apn + qnlb" + qe:" + Z cnm (Tm-Tn) to ‘: Enm an (Tm‘_Tn‘)
m
dt

= OEA‘ Tn‘ + (WCP) dt

n n

where
C,. = conductance hetween nodes n andm,
E,. = effective emissivity between nodes n and m,
F .. = shape factor-area product between nodes n and m.

Since the major interest at present is to determine the satellite temperature level and not the
gradients within, a discussion of the terms in the first equation is in order.

For most passive controlled satellites P is relatively sma:i compared with the total radiation
input and does not have a significant effect or the satellite mean temperature. The magnitude of
this effect, however, depends upon the ¢ of the surface (e.g. 2 surface with a low absolute ¢ may
raise the internal temperature significantly because the skin has a limited capacity for
re-radiation). .

The remaining three heat sources, direct solar heating, earth-reflected solar heating (albedo),
and earth-emitted radiation (earthshine), represent the significant inputs to the satellite. It is
apparent that an adequate thermal design is predicated upon a reasonably accurate knowledge of
these thermal radiution inputs. The major source of energy—direct solar radiation—is fortunately
thc most accurately oitained. Since the sun's rays impinging upon the sateliite are virtuaily



parallel, the problem 1s simply one of determining the instantaneous orientatior of each external
face with respect to the solar vector.

The calculation of earthshine is considerably less precise, requiring fundamental assumptions
to reduce the complexity of computation. These include the assumptions that the earth is a dif -
fusely emitting blackbody and that the surface temperature is uniform at 450°R. This permits
direct calculation of energy input from all visible positions on the earth. Sinceall locations supply
varying inputs, an integral equation must be solved to obtain the total incident energy.

The albedo determination involves a similar integration. The earth in this case is assumed to
be a diffusely reflecting sphere. In addition, the source int~nsity is a function of the satellite loca-
tion relative to the sunlit portion of the earth.

For a nonrotating satellite whose orientation is ''fixed in space’' the calculaiion of the thermal
radiation Jluxes is performed at any interval during the orbit. At each crbital positiona particular
flat surface may or may not ''see'’ the entire part of the earth's cap visible from the sateilite. In
the latter case integration for albedo and earthshine must exclude the shaded portion of the cap.
Spin-stabilized satellites which rotate uniform!ly about the spin axis greatly complicate the analy-
sis. The rotation around an arbitrary axis means in generai that the heat fluxes vary, since the
visible portion of the earth is a function of this rotation,

The analysis presented herein is based upon the energy impinging upon a flat surface whose
orientation is defined in vector notation (by the normal vector), and which is rotating about an
arbitrary axis. This has a much broader app:ication than may be realized at first. Although the
obvicis application is for spin-stabilized satellites, the results apply to any body of revolution.
Here the interest lies in the variation of flux about the axis rather than an 2verage value per spin.
Thus, with the orientation of a single flat plate, the impinging fluxes on cylindars and cones are
obtained. A sphere or a shape with a variable surface curvature along its axis requires several
or many such plates, depending upon the precision required. It can be seen that the thermal
radiation to the entire satellite surface may be found by simply considering a handful ¢ appro-
priately oriented flat plates.

The purpose of this paper is to present, in general form, the derivation of the governing
equations for the radiation energy sources as stated. The equations reter specifically to a flat
surface rotating about an axis whose orientation is arbitrary. The dependence upon orbital posi-
tion is inclvded; the results of the rumerical integration of these equations, encompassing a suit-
able range of ap;iicable orbits, is presented.

COORDINATE SYSTEMS AND VECTOR REPRESENTATION

The primary coordinate system is fixed with respect to the orbit (Figure 1). The XY plane
lies in the plane of the orbit with the X axis coincident with the line connecting the center of the
earth (the focus of the ellipse) and perigee.



X As the satellite traverses the orbit, the

=<

N i instantaneous location is defined by the angle
~ a. The altitude, therefore, may be determined
\ at any instant by
;} \ (p + Re) (1 + e)
\ \ — X Aa) * TTecosa R (1)
0 P
p
where
A(a) = altitude,
P = altitude at perigee,
LEGEND R, = radius of the earth,
0-EARTH CENTER
P ~PERIGEE e = eccentricity of the orbit.
Figure 1—Coordinate systems. The orientation of the unit vectors (Fig-
v ure 2) representing the normals to the flat
} plates, N, and the solar vector, §, are speci-
,// /1, fied oy the following angles:
” ! / l
-7 / : g = angle between the projection of N on
i o the XY plane and the X axis,
e
T AN S y = angle between N and the Z axis,

N
AN
1

angle between the projection of S on
the XY plane and the X axis,

AN

angle between S and the Z axis.

2
The vectorial representztions in the fixed
Figure 2—=Orier' lion of normal and solar vectors. coordinate system are thus
N = cosfB sinyi + sinf siny j + cosy k 2)
and
S = cosv sinA i + sinv sinA j + cosA k . (3)

It is convenient to introduce an instan'aneous coordinate system (X' Y' Z2’') whose origin is fixed
in the satellite (Figure 1). The X'Y’ plane lies in the orbital plane with the X’ axis coincident with
the line from the earth's center to the satellite. 2’ and Z have the same orientation.

The voctors N and S in the primed system are

1"

N cos (B-a) siny i’ + sin (B-a) sinyj’' + cosyk' , (4)

S cos (v-a) sink i’ + sin (v-a) sinAj ' cosA k' . (5)



In a similar manner the expression for the spin axis vector A may be shown to be

A = cos (8~a) sinu i’ - sin (8 -a) sinp j' + cosu k' (6)
where
$ = angle between the projection of A on the Xy plane and the X axis,
n = angle between A and the Z axis.

PLATE ROTATING ABOUT THE SPIN AXIS

For spin-stabilized satellites the normal
vectors N, which represent the orientation of
the exterior surfaces, rotate about the spin
axis. In determining both instantaneous and
average heat fluxes, the orientaticn of Nas a

function of this rotation with respect to the i -
primed coordinate system (X' Y’ z') must be 7] vy X
known. This is accomplished by defining a \\\\ / | P/
third coordinate system X" Y z" (Figure 3). \ \/\ p‘“"'”“
The X" axis is coincident with the spin axis A. \ /
Y" is defined sothat it lies in the plane formed \ | /
by X* and an arbitrary fixed position of the \ /
normal vector N _.* \1/
o
. . b
In Figure 3, the following terms may be Figure 3=Double-primed coordinate system.
evaluated:
cos 7 = cos {f-2a) siny cos (8- a) sinpu
+ sin (8-a) siny sin (5-a) sinu + cosy cosu , (7)
sin7t = JYl-cos?Tt ,
N = cos7i" + siu7t cosx j'' + sin7 sinxk k" 8)

It can be seen that the angle between the spin axis and N, can be computed only in the
first and second quadrants of the X"“Y' plane. This has little effect since « varies from 0to 2»
(a rotation). [If the vector N_ lies in the third quadrant (of the X"Y" plane) the initial position for
rotation remains in the second quadrant.] The objective now is to relate the double-primed unit
vectors to the primed vectors in order to determine N in the primed system.

—_—
*Since a complete rotation occurs, the or.entation of N merely indicates the starting point.



The projections of j" and k" in the primed coordinate system are found in the following
manner: The value for the unit vector k" is

Ax N, gif ¢ hj'+ ik’ )

AN T e

k"

-4’“:'5
B 7 sin (&=c) sinu cosy = cosyu sap {B=-1) sin) ,
h 7 easp oene (f-a) sin 7 - cos (§-a) sinyg cosy

{7 cos (5-a) sing sin (S-a) sin 7y

- sin (f -a) sinu cos (3~a) siny

Sl by

(AN <A m i ag ok ‘
| {Ax Ny) x A | Yol 7 nf v ol (10)

where
m = hensp = ! sin (8~-a) sinu ,
n' = ! cos (d~a) sinp - gecosi ,
o - gsin (5d-a) siny = hecos (8~-a) sinu .

N may now be determined in the primed coordinate system (X' Y' 2*), By rewriting the double-
primed unit vectors,

i“ T pi' +tq' ok’
J" = si’ + tj' + uk’ ' (11)
kY = vi’ + wj' + xk' J
where
P = cos (8~a) siny ,

qQ = sin (8-a) sinu ,

r = cosu ,



X pa——
g + h? + /12
By substituting for i, j”, and Lk in Equation 8
N < ai'+bj' + ck', (12)

where

a peosr +t §sin7 cosxk t vsinT sink
b T geosr + tsint cock t wsinT sink ,

I reos7 + usin7 cosx + xsin7 sink ,

where ~ is the angle of rotation. N may now be evaluated at any positiua during rotation through-
out the orbit in the primed syctem (X' Y' 2'),

DETERMINATION OF EARTHSHIME

The general expression for the radiation intensity dq, from a diffusely emitting source dA_,
impinging upon a unit area, is as follows:

I cosw cosn d.'.e

dg ~ D2 ! (13)
where
1 = source intensity,
w = angle between the line connecting the unit area with dA, and the normal to dA, (N,),
n = angle between the line connecting dA, with the unit area and the normal to the unit area,
D = distance betv.cen the unit area and dA_ .



X With the application of this equation to

N A a flat plate of anit area at an altitude A(a),
) & the radiation intensity impinging upon the
‘. c
" [ plate is
! N
—— |
\ ’/~ / ' AI) o 3
\ I r4 ™ (2" cosw cosy dA,
\ / = - _aoT, ; “woe 7/ R
p (/M’ t \\ Qg - 7 J‘ J' _—ﬁ VDE (14)
//, '\_\ é/ "\‘\0 l ) \ o Jo
RN -’“‘.,‘\ I where
/ “ \ 8 | . cos 6
" ' ,/ o = Stefan-Boltzmann constant,
/,
\ f)
( T, = mean black body temperature of
{ N the earth's surface,
Pigote 4--tarth's cap wasible tom satellite (¢ = 0 o T4 = the heat flux leaving the source
whan coincident with (). . dA

e

' an the geonntry of Figure 4 (which is similar to a sketch used by Katz*) and the vector notation
prescutsd, e teoms in the equation may be defined more specifically:

B - Hi' ¢ R sin® cosep j' + R, sinf sing k',

- [A(a) t R (1'cosU)] i’ Re sint cos¢ j' ¢+ R, sint sinp k'

p? - [Aa) + R (1-cos®)]? + R2sin?y
R, sind ‘|
b -1 »
[ () + tan A((l) + Re (l—COS()) |
DN
08 1) |‘|"|‘_’ N

= { n[A(a) + R, (l—cosa)] t+ b R, sinf cos¢ + ¢ R, sinv sxmz}

1
‘[[A(a) + R, (1-cos6)]? + (R? sin? 9)

’

'l\nu. A I "Dctcr.mnauon of Thermal Radiation Incident upon the Surfaces of an Earth Satellite in an Elliptical Orbit,”’” Grumman
Aircrafc Enginecring Corp., Repr. XP 12.20, May 1960,

]



Equation 14 may now be written in the form

O'T: cos ! [:A—(;,).T:] an R. sin@
9, = —* cos{e + tan~! [A(a) + R, (1-cos 8)] ’
‘ 0

0

+{a[- A@) + R, (1-cos8)] + bR, siné cosd + ¢ R, sind sing} -

1 3/2
. 2 .
{[A(a) R, (1-c0s8)] 2 + RZ sinza} R, sin6 do df . (15)

The limits of integration are such that the part of the earth cap visible from the instantaneous
lccation of the satellite is included. For most practical cases, at least a portion of the cap is not
visible from a plate because of its orientation. Attempts to define the appropriate integra-
tion limits for such cases are extremely laborious. Since the equations cannot be solved
without the aid of a high speed computer, an alternative approach is employed.* The numerical
integration includr the entire visible part of the earth cap as stated, but the contributions of the
elemental area that the plate does not see are deleted if the local value of cosn is negative,

Equation 15 represents the flux for the instantaneous orientation of the plate. Interest also
lies in the determination of the flux for » complete rotation of the plate about the satellite spin
axis. The average value for q, is therefore

1 (7
R = J qg dx (16)
0

av.

where « is the rotational angle.

DETERMINATION OF ALBEDO

The calculation for the albedo input to an orbiting plate is similar to that for the earthshine
hut involves additional basic assumptions. The reflectance of the earth depends on what is the
visible surface—land, water, snow, cloud cover, etc. Until precise data is available which indi-
cates the functional relationship between the albedo and the visible surface, an approximate mean
value of 35 percent appears satisfactory.

The reflected radiation is assumed to be diffuse. The local earth-reflected intensity varies
with the cosine of the angle between the solar vector and the local normal. Since the input to the
plate is a function of the source intensity of the visible elemental areas, the reflected radiation
can be expressed by

*Karz, A. ., op. cit.



R
S aib pcOl-l[m] Ll R, sinf
q, * — J cos{e + tan”! [1(03 + R, (l'cosa)] .
0 [}

. {a [— A(a) + R, (l-cosa)] + bR, sinf cos¢ + ¢ R, siné sind:} .

1 3/2
+ cosy - {[ 1 Re2 sind d¢p do , (17)

A(@) + R, (1-cos8)] ? + R? sin?6
where
S = solar constant (440 BTU/hr/ft?)
alb = albedo factor (0.35)
¥ = angle betwesen the solar vector S and the normal to dA,, N, ,

Cos y may be obtained from:

i
7]
2

cos Y

cos (v=-a) cos# sinA + sin (v-a) sinf cos® sink + cosA sind sin¢ . (18)

The area of the earth that contributes to the albedo input is the surface common to the sunlit
part of the earth and the part of the cap visible from the plate. The remaining area visible from
the plate but receiving no sunlight contributes nothing to the heat input. This is accounted for in
the numerical integration by deleting inputs when cos ¢ is negative.

The average albedo flux received by the plate per rotation about the spin axis is

1 (’2"
W, T T Wb (19)
/]

CALCULATION OF DIRECT SOLAR FLUX

The calculation of direct sunlight involves the determination of the instantaneous projected
area of the plate with respect to the solar vector:

a, = S(S-N)

S [a cos (v-a) sinA + b sin (v=a) sinA + ¢ cos)\] . (20)
where S is the solar constant.

10



Because of its orientation the plate may or may not be facirg the sun during a rotation. Neg-
ative values of S - N\ indicate that it is not facing the sun.

The average flux per spin is

V.

an
1
- % j qgp v . (21)
" 0

Because the orientation of the plate is fixed in space, the heat flux is constant throughout the cun-
lit portion of the orbit. To determine whether or not the satellite is within the earth's shadow at
any orbital position requires two simple checks.* If both of the following expressions are satisfied,
the satellite received no direct input from the sun;

cos) < 0 ,

[Re + A(a)] - | sin - R, .
where ( is the angle between the solar vector S and X',

cos = §-+1',

cos{)] = cos (v—-a) sinA

APPLICATION

Hypothetical geometric configurations (Figure 5) have been chosen to illustrate the use
of the equations. The external surfaces are represented by the indicaied normal vectors.

*Katz, A. }., op. cit.

Y Y Y

|

—
—

Z4

{Nl
——
N
X

NP

—r

A
Ng

(a) (b) (¢)
Figure 5—Geometrical configurations.
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Table |

The three sketches represent three spin axis
Mean Solar Heat Flux per Rotation*

orientations. oowe T Flux per Hotatlon™
Q'.l V.
Circular orbits of 150, 550, 1{5%, 2000, and b (degrees) | [3 (degrees) (BTU/Ar/ft?)
5000 statute miles, in which the solar vector iies in | oo dn _
the plane of the orbit (minimum sunlight), were con- gg 22 93:3
sidered. Figures 6-35 indicate the orbital variation 90 0 140.0
of earthshine and albedo.* These heat fluxes rep- ;g 123;(5) 93:3
resent mean integrated values per rotation at the
instantaneous orbital position. The direct solar 22 4(5) g;(l)g
flux is constwant in sunlight for a specific orientation. 45 515 99.0
Appropriate values are presented in Table 1. 22 g ;g 3:8
0 0 440.0
ACKNOWLEDGMENTS g g;g 31(1):8
0 225 0.0
The author wishes to express gratitude to 0 180 0.0

Mr. Frank Hutchinson and Mr. Henry Hartley for *The data presente] represent the instantaneous day-

; Iight heat flux impinging upon the rotaung faces of the
‘ o
the IBM 7090 program and the data presentatl l’l, configuration 1n Figure S The sun in all cases is paral-

respectively. lel to the X axis; u,y, and A are 90 degrees.

*The mathematical model assumed the carth cap to be comprised of 512 elemental areas. The curves are based primanily on calculations
made at 22.5 degree in~rements throughout the orbit Because of this, the peaks 1n some of the albedo curves were estimated. It should
be noted that, becausc of the configurations chosen, the orbital heat fluxes in several cases are identical except for angular
displacement.

(Manuscrint received June 26, 1963)
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I. Summary

An IBM 7094, three dimensional, heat transfer
program for satellite application is discussed. The
program may be applied to all phases of spacecraft life,
from launch to orbital quasi-steady state. Launch phase
heating includes inputs by radiation from the hot fairing
and free molecule flow heating after nose cone ejection.
Orbital heat fluxes are accounted for by direct sunlight,
earth-reflected sunlight, and earth-emitted input to the

satellite.

Internal heat exchange by conduction and radiation is
determined, provided the apr opriate conductances, radiation

view factors, and effective emittances are known.

A simplified analysis of an active thermal controlled
spacecraft is incorporated into the program. One or more
surfaces may contain shutter systems which have optical
propez ties specified as a function of shutter opening. The
program evaluates the feasibility of any configuration based
upon maintaining an internal component within its tolerabie

temperature linmits,

The program employs a matrix inversion subroutine
(Gauss Elimination Method) to solve the heat balance

equations.



II. General Discussion

In practice, the thermal ana.ysis of a spacecraft
consists of the development of the thermzl model which
represents a fine mesh of interconnected isothermal nodes.
The appropriate relationship between nodes regarding thermal
conduction and radiation interchange must be established.

The general energy balance for each node of a thermal
model may be written

B+ Ses Ap, + Jatb, + Ges, +za,,.,(-r,.. =T%) +£o-ﬁ.,F7,m
(T‘-T*) * et = - 64575 e, ITh
where dfh

Pn = 1internal power dissipation of node n

S = solar constant

g = solar absorptance

Apn = instantaneous projected area for sunlight of node n

qalbn= absorbed earth-reflected solar radiation (albedo)
des, = absorbed earth-emitted radiation (earthshineiby node n

o~ = Stefan-Boltzmann constant

€y = 1infrared emittance of node n

Asn = surface area of node n

W’Cpn = heat capacity of node n

dT/dt = time rate of change of node n temperature

Cnm = thermal conductance between nodes n and m

Em = effective emittance between nodes n and m

F.m = shape factor area product between nodes n and m
QYp = free molecule flow heating to noqe n

WDp = radiation from fairing absorbed by node n
(when fairing is present external radiation
sources are 0)



The solution of the n simultaneous equations
shown above is performed by the IBM 7094 digital computer
with a matrix inversion routine (Gauss Elimiration Method).
However, since the inversion applies only to linear simul-
taneous equations, the fourth power temperature terms
must be linearized. This is donz by retaining the first

two terms in the Taylor Expansion around Tn'

7;4 ( ,,+d7’) T 4T AT + LT AT T

-7’ -73 #-11'7; c/7r (2)
Tt 47,07 - 3"

where Tin is (a) the initial value of Tn for steady state
conditions or (b) the temperature at the beginning of time
increment At during transient cases. Substituting this
result into (1), the general equation in matrix form
becomes
[Bwm]X[ T [ =[Da]
where Bim= -Com - 40'51m5m.rm ) (h#m)
Bom=Z G + £4 Eum Fom T # $ 06, A Tn” 3
+ WG, /47[7 (h=m)

Dy = Sots 4g, + B, * ot foa P +ZF+’—',?
+ 306, 4. 23?’5'"@»{7;1 ~Tuid)



Since this procedure is an approximation, the
error involved may be significant when 'l‘in and Tu vary
by more than a few degrees. For steady state problems
an iterative procedure is regquired to approach the correct
value of Tn’ Convergence is not reached until all nodal
tcmperature changes are reduced to within a specified
tolerance. Experience has shown that if initial temper-
ature estimates are within 50°C of the converged values,
only 2 - 3 iterations are required before the results

are virtually constant.

Transient problems employ the same matrix inversion
routine except each calculation represents the net energy
exchange during a specific time interval. Since the
solution of simultaneous equations is implicit, instability
of the temperatures is not a problem. Thus, the results of
high conductance and (or) low heat capacity do not adversely
affect the numcrical solutiun as they do in most explicit
techniques. Care, however, must be taken in choosing a
time interval. Although instability will not occur, no guarantee
exists that the resulting temperatures are correct. For
instance, calculations during a normal orbit at one minute
intervals may be satisfactory since the environmental heat
fluxes do not vary significantly (except perhaps at sunrise

and sunse*)., [owever, when considering the launch phase,

-5 -



calculations must be on a second basis due to the rapid
rise and attenuation of fairing and free molecule flow
heating rates. The short time interval is required both

to obtain accurate integrated heat fluxes as well as to
minimize significant temperature oscillations on space-
craft skins and externally mounted components (lightweight).
The same argument can be applied to sunrise and sunset
periods during the orbital phase. The two major considera-

tions used to determine the calc-i1lating time are, therefore:

(1) Accuracy in obtaining integiated heat flux, and

(2) Change in nodal temperature during a time increment.

The effect of these inputs depends upon the particular

requirements of the problem.

The mos* straightforward procedure regarding (2) is
to permit the program to calculate the time interval based
upon a specified permissible temperature change. This
method, by necessity, involves an iteration for the time
increment determination. At present, the program provides
only for a specified calculating time. The value is based
primarily on previous experience gained with respect to

the particular situation.‘



III. Discussion of Specific Environments

A. Launch Phase

The thermal environment encountered by the
payload during launch consists primarily of radiation
from the hot nose cone prior to fairing ejection and
free molecule flow heating thereafter. Because of the
short time involved (3 to 5 minutes) the concern is
generally for spacecraft skins and (or) externally

mounted components.

Each surface element (or node) is assumed to
view primarily one portion of the fairing whose tempera-
ture history is known. The fairing is generally divided

isothermally into nose cap, cone, and cylindrical sections.

Upon ejection of the fairing, the infrared radiation
source is replaced by aerodynamic or free molecule flow
heating, The extent of this heating is based upon the
kinetic energy available (1/% pv3) of the impinging air
and the projected area of the corresponding surface normal
to the velocity vector. It is conservatively assumed that
all of the kinetic energy of the air is imparted to the
impinged surface. The analysis in this case depends upon
a knowledge of the vehicle's trajectory in addition to the

surface projected area.



B. Orbital Phase

1. Solar Input

The solar input may be a constant value per
surface node or a time-dependent variable. The variation
may be due to change in orientation with respect to the
sun as well as eclipse by the earth. The possibility of
internodal shading or reflections must be pre-determined

since the program employs only net solar flux to a surface.

2. Earthshine and Albedo

Earthshine and albedo generally represent
between 15% and 30% of the total energy input to a near
earth satellite, At present, constant or average values
per orbit are used. Albedo may be combined with the solar

input if a transient variation is deemed necessary.

3. Internal Power

Internal power can be read in only as a constant.

IV. Active Control Option

The purpose of the active control option is to
evaluate the'design feasibility of simple shutter systems.
One control temperﬁture with specified limits is taken
within the spacecraft. The effective absorptancg and emit-

tance as a function of shutter opening must be known. The



results indicate whether the system can handle the

imposed extremes in thermal environment.

V. Alternate Transient Solution

In many instances (especially when many nodes are
involved) the implicit matrix inversion technique becomes
inefficient from the standpoint of computer time. A simple
finite different explicit solution has been programmed as
an alternative. This option proves advantageous if high
conductances and/or low heat capacity are not present to
restrict the calculating time interval to extremely small
values, The small time interval is necessary to prevent
instability of the nodal temperatures. It has been shown
with a 25 node problem that the finite difference solution

offers no time saving over the matrix inversion.
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Introduction

This paper describes b.iefly two rather specialized
computer programs which solve for steady-state temperatuvres
over a sphere. The first program deals with opaque surfaces
and allows for skin conduction and black body internal
radiation. This program differs from the conventional 3-D
heat transfer programs in that it automatically subdivides
the sphere into a specified number of nodes and computes
for e@ch node, surface area, conductances, radiation shape
factors and incident solar flux. The second progam allows
for transmission through partislly or fully transparent
external surfaces and accounts for multiple diffuse
reflections at the inner surfaces, but does not include

conduction.
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The first program was written because a number of
GSFC satellites or parts of satellites have been spherical,
and it has been used directly or modified to calculate
skin temperatures of ECHO-II, and Explorer 17, and of the
magnetometers for IMP and OGO. The second program was
written specifically for the proposed Rebound satellite,
a large ECHO-type balloon which was to be constructed of

a laminate of an aluminum mesh and a transparent plastic

film.
Nomenclature
A - Surface area
A, - Projected area
F;; - Shape factor firom node i to node j
H - Infrared energy incident on interior
I - Solar energy incident on interior

K - Conductivity
P, -~ 1Incident albedo radiation
P¢ - Incident earth emitted radiation
Conductance
- Radius of sphere
8 - Solar constant
S; - Solar input

T - Absolute temperature



¢ - Equatorial angle measured from the i axis

t - Thickness of shell

X - TFraction of surface that is opaque

a - Internal solar absorptivity

a - External solar absorptivity

€ - Internal I.R. emissivity

€ - External I.R. emissivity

p - Solar reflectivity (internal)

p* ~ I.R. reflectivity (internal)

T - Solar transmissivity

T* - I.R. transmissivity

o - Stefan-Boltzmann constant

9 - Polar angle of spherical segment measured
from spin axis

Og - Angle between spin axis and solar vector

Y - Angle between normal to spherical segment
and solar vector

Subscripts

1 ~ Nodes

) - Nodes

» - Transmitting material

° - Opaque material



Opaque Sphere Program

The sphere is divided into a number of concentric
rings about the spin axis as shown in Figure 1, All
rings or nodes subtend equal angles at the origin. The

surface area of a differential element is

dA = R® sin 6 d @ do¢ (1)
which when integrated over a node gives
A, = 27R® (cos 8, - cos 8;,) (2)

The solar energy absorbed is proportional to the
area of the node projected in the direction of the sun.

The projection of an elemental area is
dA, = dA cos Y (3)

where cos Y can be determined from the dot product of the
solar vector and the normal to the elemental area. This
expression must be integrated for three distinct zones

(see Figure 2),



a. For 0s6s 90 - Og sunlight is incident on every
elemental area of each node. For each node the

projection is a complete ring whose area is

A,; = TR® cos 6g (sin® 0; - sin® 9,) (4a)

b. For 90 - 85 <8 <90 + 65 the projection is no
longer a complete ring and it becomes necessary to
limit the integration to sunlit areas only. The
projected area can be demonstrated to be

Ay, = R® Lcos 9, (sin® 0y - cos® 61)%

- cos 8, (sin® 84 - cos® 93)%

1 -1
+ sin  (cos 0y/sin 65) - sin (cos 9,/sin 6g)

+ sin® 8, cos B cos™ (-cot 8y cot 6g)

1

-1
- sin® 0, cos 0, cos” (-cot 8, cot 6_) (4b)

c. For 90 + es < 6 < 180 the nodes do not see the

sun and

Ayy = O . (4c)



In the expressions for the limits of 8 for each of
the zones, it was assumed that 64 < 90° , For 90 < 6, < 180,
the program in effect inverts the sphere by a simple trans-
formation of variables to avoid defining new limits of ©
for each zone.

The conductance between adjacent nodes, i and i + 1 is

_ 21Kt
Qcond - 5 (5)
tan (——%ilv)

tan (%L)

In

where the angles 6; and 6, 4 1 refer to the centers of the
two nodes. This formula can be derived by integration of

the expression for conductance between differential areas.

For a hollow sphere, the radiation shape factor is

simply

Fiy = —Z—ﬁg‘—— (6)



The thermal balance at any node in steady-state is
- - - - 4 4 . 4
¥ Apys + @y AyPyy + €A Py = AjOE Ty 4 E;Aszacez (Ty °=T; ™)
[

V\
+ {_‘ Qct)ndi.1 (Ti - TJ) (7)

. 4
40 solve these simultaneous equations, the T  terms are
lincarized by a Taylor expansion and then matrix methods
combined with iterative procedures are used to solve for

the temperatures.

It is planned in the near future to publish a more

detailed description of this program,

Explorer 17 Thermal Model

The Explorer 17 was not a hollow sphere and hence the
computer program had to be modified to include the internal
components. The majority of the electronics were mounted
on a platform located below the sphere's equator, The
thermal model chosen was simply that of a sphere circum-
scribed about a cylinder as shown in Figure 3. The shape

factors were computed by hand and read in with other data,



Transparent Sphere Program

The transparent sphere program solves for the steady-
state temperature of a partially transmitting sphere. It
is assumed that all reflections are diffuse, that conduction
is negligible, and that there is no diffraction as the
energy passes through the transparent part of the sphere.

Instead of the thermal balance consisting of one
equation per node as in Equation 7, there are now three
equations per node. These equations are derived by the
Poljak1 Radiosity Method and are completely general for
any enclosure. However, the program is specifically
written for a sphere and hence the geometric equations
described for the opaque sphere program are included in

this program.

1 Eckert, E.R.G. and Drake, R. M., Jr., "Heat and Mass

Transfer," McGraw-Hill Book Co., Inc., 1959, p. 405.



The internal energy is divided into I.R. and visible
(solar spectrum) components. The net solar energy incident
internally on a node is given by

I, =Sy + P,y +[\_‘ Fiy r Xp°‘ + (1_X)pp3] I, (8)
j b
These equations are solved simultaneously for I; by a matrix

solution.
The net I.R. energy incident internally on a node is
given by

o 4 -
H, =P, +L Fy [xeo, + (l—X)e”] T, +ZF“
J J

* * ]
X poy+ (1-X)p,sd4 Hy (9)

m

These equations are solved simultaneously for H in terms

of T4 by a matrix solution.

Finally, the thermal balance in steady-state for each

node is
ro- - £ - -
A,i5 | X@oy + (1-x)a,‘J + A‘L[Xao; + (1-X)a, ;] Py +

[X&‘o1 + (I-X)Epg] Py - [Xpox + (I-X)p" + (I‘X)T-IJ Ig_}

= AT, H{[XG01 + (18,1 ] + [Xeoy + (1X)e, 1} +

]:xp:,"1 + (X)), 4 (1)t -1] B (10)
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These equations are linear in T4 and hence can be

solved by a matrix solution to yield the steady-state

temperature distribution.

A complete explanation of the derivation of the
equations for the temperature of a partially transmitting
sphere is being planned as a NASA Technical Note for

future publication.
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APPLICATIONS OF THE METHOD OF MONTE CARLO TO
PROBLEMS IN THERMAL RADIATION
by John R. Howell

Lewis Research Center
National Aeronautics and Space Administration
Cleveland, Onio

ABSTRACT

A summary of the work involving the Monte Carlo method in the so-
lution of problems in thermal radiation transfer is presented, which
indicates general methods previously used for solving problems in which
rad’ation is coupled with other modes of energy transfer. Previous work
involving radiation in absorbing-emitting media is included.

An example is outlined to indicate the use of the Monte Carlo method
in the design of a space radiator. Suggestions are given for solution of
a complex case incorporating the effects of coupled conduction, convec-
tion and radiation, wavelength dependent and selective surfaces, noniso-
thermal conditions, and strongly directional or nondiffuse emitting and
reflecting surfaces.

A discussion is given of the factors that may affect convergence,
running time, and accuracy of the Monte Carlo solutions and of the ad-
vantages and disadvantages of this approach for practical problems.
Also discussed are the case of programming for complex problems and the
probable machine time requirements of the method.

INTRODUCTION

In many thermal radiation problems, integral equations of a type
that are amenable to a Monte Carlo solution appear. One example of cur-
rent interest from a design standpoint is a space radiator system. A
segment of such a system might be as shown in figure 1.

A number of analyses of such a system using conventional approaches
(refs. 1 to 4, for example) heve been performed, but these are limited
by certain common factors. The general formulation consists of using
"interchange" ("shape", "view", or 'tonfiguration") factors, which are
derived through an auxiliary anelysis to give the fraction of energy
leaving a given area element and arriving at another., Inherent in such
factors is the asssumption of a diffuse surface, which follows the cosine
law for emitted and reflected energy.
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These fractions of arriving energy are then summed by an appropriate
integration, and the net energy flux for each area element is determired.
Although it is possible to account for such factors as wavelength de-
pendent properties, temperature dependent properties, and coupling with
conduction or convection in the system studied with this type of analysis,
it becomes quite cumbersome to evaluate the multiple integral terms that
appear. These terms may involve integration over three dimensions and
the wavelength interval of interest.

Recently, a number of papers have appeared in the open literature
epplying the method of Monte Carlo to problems involving thermal radia-
tion exchange (refs. 5 to 8). Reference 5, which is concerned with ra-
diant transfer through absorbing-emitting media, discusses the case of
the wavelength- and temperature-dependent radiation absorption coeffi-
cients The advantage of this method, as pointed out by this paper, is
the simple evaluation of an otherwise difficult-to-solve set or inlegral
equations.

In reference 6, the case of transients in the temperature of an
absorbing-emitting gas with simultaneous heat conduction is treated ex-
tensively. In references 7 and 8 a Monte Carlo technique 1s used to
solve for the steady-state, axial heat flux distribution in a rocket
nozzle, considering the effects of flow and convection. In reference 8
real equilibrium propellant properti:s were used, and temperature, pres-
sure, and wavelength effects on the propellant radiation absorption
coefficient are demonstrated.

The latter three papers all involve the solution of a set of nonlinear
integro-differential equations, generally using a Monte Carlo technique
for evaluation of radiatior. integral terms. A standard method such as
Newton-Raphson is used for evaluation of %he remaining set of equations,
which are put in finite-difference form.

SAMPLE MONTE CARLO PROGRAM

In essence, the Monte Carlo technique removes the evaluations of
multiple integrals from the computer Program and replaces it with a
simple summation. As an example of this approach, we may write the en-
ergy balance on a volume element dVg of a typical radiator fin (fig. 1)
as

A a2
A%(VZT + 2 J f G.}\’ae?\,ee?\,aFa_e dAa dA = ZJ' €7\’337\,a dA&. dA (l)
A A A

where the first term is the energy conducted into the volume element,

the second term is the radiant energy absorbed by the two exposed surface
elements of dVR (assuming symmetry about the plane of the fin), and the
term to the right of the equality is the energy radiated from the two
exposed area elements. For an elemert on a radiator tube, a convection
term must be added.

- .
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If the integral term can be evaluated separately, the complete
equation can be written in finite difference form with the integral re-
placed by a constant for each iteration. The coupled set of equations
that results (one for each element considered) can then be solved by any
of a number of standard techniques. A new temperature distribution re-
sults that can be used to reevaluate the integral terms. This procedure
is continued until the temperatures converge, that is, until the old and
nevw temperatures are the same.

The remainder of this section will be devoted to the evaluation of
the integral terms by the Monte Carlo procedure, leaving the methods of
solution of the entire matrix of equations and the attendant problems of
convergence and accuracy to be settled by the knowledge, experience, and
intuition of the interested programmer.

Monte Carlo Procedure

The procedure to be presented is a simple and stralghtforward
"engineering" approach to the problem. It is aimed at giving the general
methods that can be applied with no attempt at giving the more complex
but often faster running "shortcuts" in programming with which the liter-
ature on Monte Carlo abounds.

The method for this type problem reduces to this: a number Ngza
of "bundles" of energy are assumed to be emitted from each area element
on the radiator. The energy per bundle, G,, is taken as constant for
all bundles within the system to simplify bookkeeping, and it can also
be specified as a program input. The rate of bundles to be emitted from
a given element must then be given by

[;f‘ e\ d%i!dA

Nd.A = 7\ Cb —_— (2)

If the direction of emission of the bundle is (n,8) as shown in
figure 2, then for a surface with Girectional emissivity €. independent

of wavelength, the direction of an individual bundle is given by

~1
b' €q €05 M sin 1 dn
0
Rl= {,\‘nlz (3)
Y, € CO8 1 sin n dn
0

6 = 2nR, (4)
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where R; and Ry, are numbers chosen at random from a set of numbers
evenly distributed In the rarge O <R <1, The derivation of equa-
tions (3) and (4) 15 given in reference 5. These equations assume an
emissivity that is cymuetrical about the normal to the surface such as
we might expect for a real etched or plated surface. For a surface
with a constant en, equation (3) reduces to

cos q = 1/§I (5)

If € is & nonanalytic function, equation (3) may be integrated numer-

ically to find a curve of 7y as a function of Ry, which may then be
curve fit to put a function, perhaps of the form

n=A+BRl+UR§+... (6)

directly into the machine.

Directional effects might be examined for their possible use in
increasing radiator efficiency in this wanner. Directional properties
for a grooved surface with very strong directional effects are given in
reference 9. Such grooving could be used to minimize interchange of
radiation between segments of the radiator by directing the radiation
Preferentially toward space.

Returning to the problem at hand, we may specify the wavelength
of the bundle from the equation

NA
€78\ dA
_ v Mpin
3 ™ Muax
E%e% da

R (7)

- xmin

where Mpin @and Amax are the limits of the wavelength range of interest.

For ease of use, we may again fit a curve of the form of equation (6) to
Rz as a function of A for use in the Progranm.

It should be noted that e, has been assumed independent of wave-
lengtn and €\ independent of girection of emission. If this were not
80, equation (3) would have to be carried out for many values of A, and

equation (6) would then give a family of curves with A as the parameter
for use in the final program. ‘

Similarly, a family of curves with n as parameter would result
from equation (7).
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It is seen from the relations derived previously that 1, 6, and A
may be found by picking three random numbers R;, Rp, and Rz and using
them in simple relations. If the direction of emission is known, simple
geometry determines whether the bundle will be radiated to space or will
strike another point on the radiator surface. For example, if the ele-
ment of bundle emission is on the fin, it can be seen from figure 3 that
for x taken as the distance to the center of the nearest tube, the
energy bundle must be lost to space 1if

cos 7 >-f-( (8)

However, if the inequality 1s nct satisfied, the bundle will not neces-
sarily strike a surface. Such simple tests are useful if a large frac-
tion of bundles are lost to space, as they save many useless calcula-
tions of final position of the bundle.

If the bundle does strike another surface, i1t may be either reflected
or sbsorbed. To determine this, another number R, 1s chosen and com-
pared to the spectral absorptivity o) evaluated at the bundle wavelength.
If R4 > ap, the bundle will be reflected; otherwise, it will be absorbed.

If it is reflected, the new direction must be chosen again by select-
ing at random from the correct distribution of possible angles. For &
diffusely reflecting surface, these are given by equations (4) and (5).
For a specular surface, we need only to find the incident angle of the
bundle by geometry, and then the angles of reflection are given by

Nrefl, = NMincident )

Orer1, = 6+ =«
incident

For a directional surface, the direction of reflection will in general
depend on the angle of incidence. A family of curves with the angle of
incidence 7' must then be specified of the form

[
L/g Ppi,q €08 M sin n dn
Rg = , w2 (10)
./ !
L j pﬂ':ﬂ cos 1 8in 7 dn;
L © n
where P, is the reflectivity in direction 1n for energy incident

N0
from 1n'. As a practical matter, such data is scarce. One source is

reference 10 for an idealized grooved surface.
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The reflected bundle is now followed through eny successive re-
flections until it 1s either absorbed at a surface or lost to space.
Each bundle emitted from each element is followed in the same way.

Absorptions at each area element are tallied as they occur. Mul-
tiplying the number of bundles finally absorbed by the energy per
bundle gives the total radiant energy absorbed at each area element,
and we have thus completed evaluation of the integral term in equation (1).

If solar radiation is to be considered, the direction of incidence
must be specified, and sufficient bundles are fired at our radiator to
equal the incident solar energy. The wavelength of each incident bundle
is again chosen by equation (8) using solar emissivities and tempera-
tures. The bundles are followed as outlined previously.

Running time for such a program is difficult to predict. It would
certainly depend on many factors; however, the major ones are probably
the astuteness of the original temperature distribution guess and the number
of energy bundles followed. For this type of program, the running time
would be nearly proportional to the number of bundles followed. For the
mathematically similar but more cumbersome rocket nozzle program of ref-
erence 8, four to five iterations took less than 10 minutes time, follow-
ing about 75,000 energy bundles on the final few. A Newton-Raphson
technique gave good convergence of the set of equations for each iteration.
On the IBM 7094, the four to five iterations brought convergence to with-
in O.1 percent for all temperatures in the distribution. The program out-
lined here would elmost certainly run faster because the multiple ab-
sorptions in the nozzle propellant are not present, and these absorptions
represent a major fraction of the running time.

Advanteges and Disadventages of the Method

The main work involved in programming this method is the initial
evaluation of the functions describing wavelength and directional de-
pendence. These may involve numerical integration, which needs to be
carried out only once. The remainder of the programming then consists
of setting up a series of "do" loops around the simple algebraic equa-
tions derived above.

Many techniques are available (ref. 11) for estimating error in
Monte Carlo calculations, but accuracy can usually be increased by fol-
lowing more energy bundles (decreasing the energy per bundle). Often
it is difficult to predict or deduce the error present in a standsrd mul-
tiple numerical integration.

The advantages of the Monte Carlo method for these programs might
be summarized as

(1) The ability to handle complex problems in a simple and straight-
forward manner
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(2) The simplicity of the resulting computer program, with the
attendent ease of checking

(3) The ability to control to some extent and to accurately esti-
mate the probable errorcs in the solutions

There are also certain disadvantages. It is possible that for cer-
tain problems sufficient accuracy cannot be obtained from the straight-
forward methods outlined without excessive computer times. More sophis-
ticated approaches would then be required, with some loss of the advan-
tages outlined previously. These approaches are well developed in ref-
erence 1l.

Because of the simplicity of the equations and the independence of
each occurrence slong the path of a bundle, it is sometimes difficult to
pinpoint or even detect the presence of program errorc. Judgements made
are usually on the basis of the final summations, which may show little
obvious effect of error unless gross mistakes are present. Standard
approaches generally provide a number of possible intermediate check-
points, lending some feeling of security to the programmer.

CONCLUSIONS

The Monte Carlo method may offer considerable savings in program-
ming complexity and time for thermasl radiation problems in which varia-
tions with wavelength and direction are encountered in surtface radia-
tive properties. The method appears to offer short computer running
times even where complex variations occur.
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SYMBOLS
area

energy pexr Monte Carlo bundle

e Planck spectral energy distribution

Fo.e View factor between ares elements a and e

k thermal. conductivity

Naa rate of bundles emitted from a given surface element

T outside radius of tube on tube and -fin radistor

R random number from evenly distributed set in range O to 1

T absolute temperature

\') volume

X normal distance from area element on fin to centerline of nearest
tube

o surface absorptivity

€ surface emissivity

A wavelength

n,9 angles defined in fig. 2

pﬂUTI reflectivity in angle 17 for energy incident at angle 7

Subscripts:

A spectrally dependent

a,e surface area element index, absorbing or emitting element,
respectively

n,0 dependent on angle n or 6
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ORBITING SATELLITE SURFACE TEMPERATURE
PREDICTION ND ANALYSIS

I. Introduction

Temperature prediction of spacecraft orbiting the moon, earth or
other planets is an essential Manned Spacecraft Center capability.
Existing methods : was found, however, were either too simplified or
specialized for b.s requirements. A contract was, tharefore, let with
Midwest Research Imstitute in Kansas City, Missouri, to develop a computer
program to determine spacecraft heat loads and/or thin_gmrgnsient
teémperatures WITITe orbiting-the moon, earth or other planets. It is this
computer program, which has recently been completed, that I'd like to
introduce. The computer program is written for the IBM TO%4 computer
and is in the Fortran Ii lb.ngua.ge :

II. Spacecraft Thermal Balance

First to give some insight into what are some of the major con-
siderations in determining the thermml balance of an orbiting spacecraft.
figure 1 shows the principal external heat loads. The q sun represents
solar thermal radiation coming from the sun and directly impinging
upon the vehicle. The q albedo represents that quantity of solar
rediation from the sun that is reflected off the planet being orbited
and then impinging upon the orbiting vehicle. Lastly, the q planet
is that thermal radiation from the planet orbited that impinges upon
the vehicle.

When the vehicle is on the far dark side of the planet, however,
1t can be seen that the vehicle would not receive any q sun or q albedo;
therefore another consideration is the sun-shade points.

III. Major Features and Capabilities

Before proceeding further with the fundamentals of the program,
however, I would like next to outline some of the major features and
capabilities of the program. They are as follows:

1. The program has the capability of handling up to 200
elemenis; each has its own thickness, initial temperature, and therml

properties. T

2. The program alsoc has the capability to consider eight
different coatings and eight different substrate materials. THE thermal

NG < 1A

properties of each may be temperature dependent.
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3. A spinning or fixed xehicle orientation may be considered.
The fixed orientation may be with respect to the sun or the planet
being orbited.

k., Internal heat may be considered as a function of time.
The program has the capability to handle eight different internal
heat tables.

5. Constant or variable planet temperatures may be con-
sidered. This feature is a most important consideration for & lunar
orbital mission. The significance will be shown later for a hypothetical
lunar mission.

IV. Assumptions

In order to meet the projects objectives, it was necessary to
introduce certain simplifying assumptions. I feel that it is worth-
vhile at this™tIfe To introduce these assumptions for it is up to
each individual user or potential user to evaluate the validity of
the assumptions for each intended application.

N i, WD w s @8O @I

1. Conduction between elements, and convection between
the vehicle and its surroundings are neglected. When MSC feels con-
duction between elements could be a significant factor, the program
is used only to compute the incident heat loads and then these
outputs are loaded as input into a transient conduction type program.

2. No radiant interchange between elements is considered.
3. All thermal radiation is considered to be diffused.

L. The vehicle's absorptivity to reflected solar rediation
is assumed to be equal to the vehicle's absorptivity to direct solar
radiation.

5. Internal heat is assumed to be uniformly distributed
over the element.

6. The solar constant is assumed to be independent of the
vehicle's orbital position.

7. On the sunlit side of a variahle temperature planet,
the planet surface temperature is assumed to vary according to Lambert's
cosine lawv. The planet temperature or the dark side of a variable
temperature planet is, however, assumed constant.




V. Celestial Mechanics

So far aothing has been said about input data. A general outline
of the type input required shall therefore be presented next. It is
believed that tne input is quite simple and logical.

To compute the heat loads to an arbiting vehicle, four basic
questions must b€ concidered. They are: =~ - -

1. What is the location of the vehicle surface element on
the vehicle?

2. Where is the vehicle with respect to the planet being
orbited?

3. What is the celestial location of the vehicle with
respect to space?

b, What is the sun's location with respect to the pPlanet
being orbited?

Vehicle Coordinate System

The first question is not applicadble to & spinning satellite;
however, for an oriented vehicle, the incident heat flux can vary
considerably from one surface position to another. For example,
looking at figure 2, the element on the ride of the planet oriented
vehicle shown in the upper left hand corner receives radiation from
the planet whereas the element on top does not. Consequently, a
system to answer the first question (What is the location of element
analyzed? ) is required for the thermal amalysis of an oriented
vehicle. ‘

A meaningful vehicle coordinate System is set up by replacing
the complex vonfipurtTof Vith a spherical mathemtical model shown
in the—upper ‘right Hand corner of flgure 2. e elements on the
sphere are selected so they have the same space orientation as the

corresponding vehicle elements.

For a planet or moon oriented vehicle, the surface positions on
the sphere are defined with respect to the coordinate system illustrated
in the lower left hand corner of the figure. For the sun oriented
case, the surfuace positions on the sphere are defined with regpect to
the coordinate system illustrated in the lower right hand corner.

For a fixed orientation, the surface elements location is defined by
the angles -'- and ‘- as shown and are required input data for each
element. This system can be likened to defining a position on earth
vhere any position on earth can similarly be defined by giving the
pro,-er longitude and latitude.



Planet Coordinate System

Before the mpinging heat loads emitted or reflected by the planet
can be computed, the second question (Where is the vehicle with respect
to the planet being orbited? ) must be answered. The answer to this
question ¢Al be-obtained in terms of the plapnet coordinate system shown
in figure 3, using Kepler's equations. The input required by the
program to comput¥ Thternally tHé vehicle's position with respect to the
planet consist only of the semé-major axis (a), semi-minor axis (b) of
the orbital ellipse and the true anomaly (¢') at the initial time. The
three variables are shown in the top right hand cormer of the slide which
shows the orbit rotated into the plane of the screen, and the Xp and Yp
axes superimposed onto the orbit plane. As shown for a spinning or fixed
orientation, the planet coordinate system is the same.

Celestial Coordinate System

The third question (What is the celesuial location of the vehicle
with respect to space?) involves defining the o+ it with respect to
space, This question can be answered in terus of the celestial
coordinate system. The vehicie's orbit can be conventionally related to
the celestial coordinate axes by three angles which are required input
data. These angles are shown in figure 4 where /. is the right ascension
of the ascending node, ' is the argument of perifocus, and . is the
inclination of the orbital plane.

Any reference system could have been selected for the celestial
coordinate system; however, the basis of selection was that it be com-
patible with standard astronomical references to minimize input data
compilation time and effort. With this as a criteria for selection of

& celeatia] coordinate system three syatems, geocentric, modified
h€liocentric and the selenographis were .chosen to.describe orbits about

e earth, a planet other than earth, and the moon respectively

N B o v

For earth and planets other than earth, the two celestial
ccordinate systems used are pictured in figure 5.

For the moon the third celestial coordinate system selected
is illustrated by figuve 6.

Sun's Position

The only question that remains now to be answered is: What is
the location of the sun with respect to the planet being orbited?
This can ansvered ip terms of two angles, the right ascension
of the sun (RA) and the deciination (DEC). Hoth angles aré Fefuired
input date to the program and are defimdbyfgure?

Since we were careful in our selection to chocse a celestial
cocrdimate system that would be compatible wiivh stand=:d astronomical
references, we can obtain from the Ephemerus the RA and DEC for the
moon, earth or any other planet for any particular date.



VI. Hypothetical Test Case

L pn—

Case 1

A hypothetical lunar mission was run using the described program.

orientggwgggﬂpngﬂxasiahla plgget surface temperature feature of the

program wae.s used. The mission data was selected in order that the sun
would be’ very near to being in the orbital plane.

FPertinent orbit data consisted of the following:
Altitude 10 NM to 190 NM.
Inclination = 150.
Right ascension of ascending node = .87°.
Argument of perifucus 2700.
True anomaly at initial tvime = 0°.

The temperature time history of differwntly.oriented and painted
surface elements'reveat’several interesting chﬁracteristics

The results shown in figure &, a white element '~ cools initially
even though it is almost Tacing directly into the sun. A similarly
oriented black element ® shown in the same slide, however, rises to a
peak at = = 60°, then gradually drors as it turns away frou the sun.
This is true since the white element reflects & considerable amount
of solar energy, whereas the black energy will absorb the majority
of solar radiation that impinges upon its surface.

In the next figure (9) the temperature curves of a black =
and white element facing the monn are very similar since black
and white elements absorb long wavelength radiation almost equally.
Also of interest shown 1n the figure 1s the hump in the black element's
curve at about - 100° and | = 260°. This is caused by the fact that
both elements are briefly irradiated by the sun just before entering
the moon's shadow and just after leaving its shadow. However, the
hump shows up only in the black element's curve since it absorbs the
solar radiation more readily.

Comparison of both black elements in figure 10 reveals at

= 0° the element facing the moon ® is almost as hot as the element
facing away i'rom the moon and almost looking directly at the sun.
This demonstrates that at low lumar orbits, the planet heat can be
as significant a. solar heat.



Cage 11

Finally, Lo learn Lhe effecls of not considering Lhe moon's
surface temperature gradient, 4 similar run was made of Case I,
however, this time the moon was taken as a constant temperature planct.
The results shown in the final figure (ll) reveal the ‘constant moon
temperature’ curve A 1is a flat curve that averages out tne max Linuw
and minimun peaks of the 'variable moon temperature’ curve 0. As you
can see, we have a significant variatica {about 100°R) causcd by neg-
lecting the moon's surface temperature gradient. These resutis cond i
the importance oi the variable planetl tewperature aelhod in analyzlng
lunar missions,

Robert A, Vol
Manne.d oprcecraft. cenLer
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Fig. 2 - Vehicle Coordinate System for a Typical Spacecraft
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[ig. 3 - Planet Coordinate Systems for Spinning and Oriented Vehicles
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Fig. 4 - Relationship between Orbit and General
Celestial Coordinate System
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NOTE: EARTH'S X Y. AXES LIE IN ITS EQUATORIAL PLANE
PLANET'S X, Y. AXES ARE PARALLEL TO THE ECLIPTIC PLANE

Fig. 5 - Celestial Coordinate System for Earth (Geocentric)
and Other Planets (Modified Eeliocentric)
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Fig. 6 - Celestial Coordinate System for the Moon (Selenographic)
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Fig.7 - Sun's Position Relative to the Celestial Coordinate System
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NASA - Langley

SIMPLIFIED COMPUTATION OF EARTH THERMAL AND
ALBEDO RADIATION INCIDENT ON A SPACECRAFT

Doyle P, Swofford
ABSTRACT

The integral used for the computation of the earth thermal and
albedo flux on a section of a satellite is directly integrable if the
projected area is represented by a truncated Fourier series in the
aspect angle. A great saving in computer time results from this rep-
resentation., The series for a general surface of revolution, whose
axls coincides with the axis of rotaticnal symmetry of the satellite,
is obteined by dividing the surface into elemental conical frustums
and averaging the series fo. a cone over the generating curve,



SYMBOLS

projected, or apparent, area o.” a surface viewed at an
aspect angle 1

total area of a surface
mean solar absorptivity of a surface
thermal emissivity of a surface

coefficient of the kth term in the Fourier cosine series
for Ap/Ap{n)

kth coetficient of the power series in cosine 71 which
approximates Ap/Ap(1n)

heat input to a surface per unit time
mean albedo of the earth

solar radiation constant

black-body *emperature of the earth

angular coordinates of an element of surface area on the
earth, with the »rigin at the satellite

half the angle suhtended ut the satellite by the earth

semivertex angle of a cone nr frustum

aspect angle - the angle between the spin axis of a satellite

and the line 0f view

value of 13 at tne pnint on earth directly beneath the
sateliite

angle betveen the earth-satellite line and the eai;thesun line

symbnl for AP/&T

Stefan«Bnltzmann ennstant
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Computation of the heat iaput to a spacacraft surface due to earth
thermal and albedo radiation involves evaluetion of a double integral and
extensive tabulation of the projected area of the surface. However, a
g0od closed-fore approximation for the integral (requiring no numerical
integration and no tabuletion of projected areas) ic obiaineld by substi-
tuting a truicated Fourler series for the projected area.

The two heat input rates are given by

4
Qeartn = AreoTe Flag,me)
thermal

%1 bedo T ApSteag cOS SSF(ao,qe)

vhere F, the so-called shape factor, is given by

per pG, A
1 (o]
Fla,,ne) = = f £ (2, ¢, 1) sin o do af

S . Aq e
0 0

Expanding the projected area in a Fourier seriocs
Ap ~ )
z; (n) = 1, + 1 cosn+iy ccc 2n + 1) cos bn

By use of trigonometric identities. this series is coaverted to

A ~ .
72 (n) = Io + I1 cos 1 + 12 cosen + Ih cos“n

=
vhere
\



-h-

Taking the scalar product of the unit vectors along the satellite
axis and the view line, we get

cos 1 = cos Ne cOs a + 8in 1, sin a cos @

A
Making use of “*“is relation and the series for -2, we find

F(ng,,) = (1 - cos a.o)[:EIo + Io sineqe + «E Iy sinhqe]

+ (1 - cosea.o)['.[l cos ne]
3 2 2 2 |. ) 2
+ (1 - cos’ag) 12-5-- 8in“ne) + Iy sin“ne |2 - = sin“n,
2

2

+ (1 - cosﬁo.o) i ( -2 sinene + } stn"’ne>

v

\,

Thus, the problem is reduced to finding the coefficients Iyx in
the expansion for AP/AT(n). For a satellite spinning about its axis
of symmetry, the projected areas of some surfaces are given by simple
expressions such as these:

\t cns 1 0% q §-2!
I 1 = bam =
‘ate (%)plate 0 IS 73S ¢
e
> 1e 2 b

“pl-'lue

and

1 1. ~ U6 R - 2
eylander = 5 [stn 1] 2 5@ T T O - Iﬁ? eostn



Hephere ‘}f
=141
uhexnisphere T L + L cos 1

Other surfaces are much more difficult to work with. However, since
any surface of revolution can be divided into elemental frustums of cones,
finding the I,'s of a cone as a function of its semivertex angle b
will make possible a simple general solution. Dividing the cone into
infinitesimal plane elements and integrating the series for the projected
area of a plate around the cone from O to 2=, the following result is
obtained:

Heone

gl P S N 0826 - 2 costs| +| L sin 5-1 cos 1
5% 5n 5n 2 ]

r .
+| 12 . 2_1:; cosa8 + % coshﬁ] cosen

For a general body of revolution, the projected area is found by
suming infinitesimal frustums

A [“fmst. dA
s

Hoody Am - . = Herust.

/ dA

For a generating curve, y = f(x), -evalved ubout the X-axis, the
semivertex angle & of an infinitesimal frustum is given by

ar

tan & = | ==
ax
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of the infinitesimal frustum can be found as

From this, the I, 's
functions of x. 7hen,
NnX2 .
I, (x dA
[ k‘ )Jlrust.

4
(Ik)body = x2
[1 2a

= (Ik)frmst.

} <df2dx

)

where
AR
dA = 2"1‘( ":‘l 1 + L
N dx
In polar coordinates, revolving the curve r = r(J) about the
axis 9 =0 glves
dr
r cos J + 37 sin 9
tan 5 = -
r sinJ - 25 cos J
a0
and
. 1l dr 2
dA = 2mr2 sin 1l + T T ae

The surfaces of revolution will, of course, be split into sections
small enough to justify the assumption of equal temperature throughout

a section.
This technique for surfaces of revolution can be applied also to
surfaces not physically circular in cross section, buut optically so due

“to their spin.



For a satellite tumbling about an axis perpendicular to the symmetry axis,
with some residual spin about the latter, the projected area is given by

Ap 2% (m)
Htwnbling = [A; (n)Jtumbling = E;R [ “spin af

where

cos 1y = sin 1 cos ¢

Substituting
L

Hepin (ny) :Z (Ik)spin (sin n cos Q‘)k
k=0

we get

~ 1 2 it
Htumbling = (IO)spin + > (Ie)spin sin™n + % (n‘)spin sin’y

or

—_—
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+
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=
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+
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(Iu)tumble = é (Ty)gpin
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MONTE CARLO TECHNIQUES FOR SOLVING TFANSPORT PROBLEMS

by Morris Perlmutter
Lewis Research Center

INTRODUCTION

The Monte Carlo procedure is a model sampling technique. A model is estab-
lished, aud the behavior of sample units in this model is followed. A sufficient
number of sanple units are followed to obtain a statistical average or macroscoplc
quantities, which are the quantities of interest. (

This technique was used in crude form by Fermi in connection with the build-
ing of the first atomic pile. Later, Von Neumann and Ulam developed ana used the
Monte Carlo procedure extensively in developing the atomic bomb. Since then this
technique has gained considerable use in nuclear reactor problems (refs. 1 and 2),
and we at the Lewis Research Center have been extending it to thermal radiation
(rers. 3 and 4), rarefied gas flows, and plasma flow problems (ref. 5). This
technique, which requires & large number of sample histories to obtain solutiorns
with small variances, is receiving greater use because of the development of the
high-speed electronic computors.

Method of Obtaining Sample Histories

The sample history is the behavior of a sample unit under the conditions of
the model. The sample unit can be an actual physical quantity such as a photon
in thermal radiation problems or a molecule in rarefied gas flow, or it can be
some idealized nonphysical quantity such as bundle of radiation or a bundle of
molecules that behave according to well defined laws. For purposes of illustra-
tion let us consider rarefied gas flow through a channel. A similar problem for
ionized gas flow through a channel with a magnetic field across the channel is
treated in reference 5. (The procedure applied in this sample problem would
apply to other situations such as thermal radiation as well.) Our sample history
will be that of a sample molecule as it passes through the channel as shown in
figure 1. The sample molecule is equally likely tc enter at any height X, be-
tween O and 1 for the case of a flat plate channel. To find the height at which
the sample molecule enters the channel, a random number is picked between 0
and 1. This random number has an equal likelihood of being anywhere between O
and 1 and can be generated by use of standard techniques on the high-speed com-
putor. If a Maxwellian gas in equilibrium in the reservoir is assumed, then the
distribution of speeds of the molecules entering the channel is given by

£, = 2payBe-BoVE (1)

where f is called the probability density distribution of V. Then fy av

is the fraction of all the molecules that enter the channel that have speed in
the range V to V + dV. This depends on the parameter 8 = (ZRT) /a vhich
is a function of the gas temperature T in the reservoir.

E-2570-I1
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A velocity must now be seleuted for the sample molecule entering the chan-
nel from this distribution. There are several methods of picking from this dis-
tribution. One method consists of pickirg two random numbers Rl and R, and
setting Ry equal to V. In this case every V would be equally likely.
Therefore, it is necessary to reject some cf the values of V so that the sam-
ple distribution will agree with f,. This is done by using this wvalue of V
to find f . If f_  1s less than Ry, then Ry =V 1s rejected (fig. 2) and
a nev set of random numbers is selected. If £, 1s greater than R,, then
Vl =Ry is used. Taus after a large number of sample molecules are picked, the
chosen velocities will saetisfy the distribution given by equation (1). There
are many different techniques for picking from a distribution, and these are
given in th= references. In a similar manner we can pick a direction from the
appropriate distributior for the sample molecule entering the channel. These
are given for a Maxwellian gas by fe = 9/2n and f, = 2 cos ¥ sin ¥ where
¥ 1is the cone angle and 6 is the polar angle as shown in figure 1 (ref. 3).
The molecule is followed until it has a collision with another gas molecule.

The frequency distribution for path length to collision can be given by

N (5)

vhere 1 1is the path length of the sample molecule and L 1is the average path
length of all the molecules at that location; the path length to the collision
is picked from this distribution. The new molecule path must then be picked,
and the molecule is followed in this manner uantil it leaves the channel.

Obtaining the Mean Properties
The mean properties are obtained by dividing the height of the channel into
increments of width sz at several locations along the length of the channel

(fig. 2). The amount of some quantity Q that is carried by a single molecule
across &x, &t that axial position is given by

. 0 . CL st S”
M/ v, f dV=onQ=Zx—2-( Q-ZQ) (6)
0

where M 1is the mass of a molecule and CL is the number of molecules each
st 8°
sample molecule represents. The terms E Q and E Q are the sums of the Q

contained in each sample molecule passing &x, 1n the positive or negative
axial direction, respectively. The number of these mnlecules is given by S.
If the axial flow is desired, then Q = 1 and equation (6) reduces to

- ® CL , 4+ -
oV, M/o‘ Vyf av Ez(s 87) (7

e E-2570-11



If the mass flow in the x, or vertical direction is desired, then Q = Vo /Vy
and equation (6) becomes

/ st s~

- L Vo Vo

oV, = M Vof AV = e — - — (8)
2 2 sz \ Vl Vl

0

If the density is desired, then Q = l/Vl ard equation (6) reduces to

00

st S
Cy 1 1 .
M f av = AT -‘7- . -v— (9)
2 1 1
o)

In this manner macroscopic flow properties in the channel can be obtained by
suming these Q@ properties as the molecules pass the designated cross sections.

o

In a similar manner the shear stress or drag on the wall can be calculated.
The shear stress on the wall in the xy direction le,xz is given by

o 8q
i\ V1
-P =|m VqVof dv

D Axq

w

That is, by summing the Vl components of velocity of all the sample molecules
hitting an elemental area Ax; on the well (fig. 1) we can find the shear
stress or drag at the wall at that location. If the molecules are reflected
diffusely, they will not contribute to the shear stress. Some results obtained
in references S5 and 6 are shown in figures 2 to 4.

Figure 3 shows the axial flow through a flat plate channel for a collision-
less gas. Diiferent channel lengths over width 1 were used. The solid lines
ere the analytical solutions (ref. 5), and the points are the Monte Carlo re-
‘sults (ref. 6). The cross-sectional measurements were made at the entrance

- = 0, one quarter down the channel 1/4 and the midpoint of the channel 1/z.
';ﬁe height of the channel was divided into 20 increments. The results are sym-
metrical around 1/2 and also around x, = 1/2.

The densities are shown in figure 4. Again the pack half of the channel
is not shown because of the relation

(&) ().

E-2570-11 3



In figure 5 the wall shear results are presented. There ie good agreement
between the Monte Carlo and the analytical results.

Cne major drawback of this techi:ique is the large amount of computor time
required because of tne fact chat to obtain small variations in the average
quantities a large number of trials are needed. However, various techniques
have been developed that allow shorter running times to be obtained. Also, the
high-speed computors are constantly being improved. This Monte Carlo procedure
is relatively new and will probably be used a great deal more in the fiture for
solving problems on widely different subjects. It has already been fovnd very
useful in solving problems that would be highly intractable using mcre standard
procedures.
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Apr. 27, 1956.
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DENSITY DISTRIBUTION IN CHANNEL
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Figure 4
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DISCUSSION OF THE GENERAL ELECTRIC PROPOSAL TO
DEVELOP A COMPUTER PROGRAM TO SELECT THERMAL COATINGS FOR
PASSIVE TEMPERATURE CONTROL OF SATELLITES

by

Robert E. Kidwell, Jr.
NASA Goddard Space Flight Center

Greenpelit, Maryland



DISCUSSION OF TH@'G‘(ERAL ELECTRIC PROPOSAL TO
DEVELOP A COMPUTER PROGRAM TO SELECT THERMAL COATINGS FOR
PASSIVE TEMPERATURE CONTROL OF SATELLITES

by

Robert E. Kidwell, Jr.
NASA Goddard Space Flight Center
Greenbelt, Maryland

Scope of G. E. Proposal

The General Electric Company, Missilez and Space Division,

subm1ttedia proposalito NASA for the development of an IBM
7094 computer program which would select the exterior surface
coatings for passively controlling spacecraft temperatures.§
G. E. claims that the '"trial and error'" procedures currently
used can be accomplished more rationally and can there™fore
be programmed for a digital computer. In the ASME paper,
63-HT-41, which was presented at the ASME-AIChE Heat Transfer
Conference'at Boston in August, 1963, Costello, Harper, and

Cline, [described the procedures|{that have been used at G. E.

[to develop a coating selection program subject to the follow-
ing restrictiongLJ
1, FSteady-state conditions prevail,

2. Heat transfer occurs by radiation only,




3. Temperatures are optimized at only one interior
point in the spacecraft, and

4. Only the solar absorptance of the external coatings
is varied to optimize temperature. The emittance

must remain constant at initially specified values.

General Electric proposes to develop a generalized

program in three steps:

1. The program would vary both solar absorptance and
hemispherical emittance to obtain the optimum coating patterns;
2, Temperatures would be optimized at more than one

interior point; and
3. The equations would be modified to account for both

conduction and radiation heat transfer.

In the development of the general program, the scope
would be restricted to steady-state heat transfer. Since the
thermal designs of most spacecraft are based primarily on
nearly equiiibrium conditions, the proposed program could
have wide application. An obvious extension of the proposed

program would be to account for transient temperatures,



e
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Examgles

To illustrate how the present program works, two
examples are discussed.| The first is very simple &nd the

——

second is a little more complex.

Case I. - Consider a simple spacecraft which can be

represented by equations describing the heat transfer at

two locations or nodes. One node would represent the internal
compartment which contains the electronic modules, batteries, etc,
and the second node would represent the skin of the spacecraft.
It is assumed that the internal compartment is isolated ther-
mally from the skin, as in the case of the Vanguard Satellites,
so0 that the predominant mode of heat transfer is by radiation.
The temperature of the internal compartment is a function

of: (1) a/e of the external surfaces of the skin, and (2)

the average per orbit of the solar and planetary heat fluxes
incident on the skin. Consider finally three orbits that
represent typical and extreme environments, The internal
temperature, T, in degrees absolute to the fourth power

is simply a linear function of the a/e of the surface coatings

as shown in Figure 1. If Td is the desired temperature, thea

e —— b



an a/e can be selected so that the maximum difference

4

between Ta4 and T  for the three orbits is a minimum.

A selection criterion can be stated formally by defining

a parameter Aj such that

_ 4 4.2
Aj = (T® - Td )

where j represents a particular orbit, For a given a/e,

one would obtain three values of Aj’ one for each orbhit.
The optimum coating would have an a/e such that the maximum
value of Aj for a given a/e would be a minimum, as shown in

Figure 2, where A is plotted as a function of a/e,.

The procedure for applying the selection criterion in a
way that can be programmed for a computer can be visualized
by referring again to Figure 2., The first step would be to

assume a trial a/e, to compute the three 4,'s and to select

J

the maximum Aj. The next step would be to make an incremental

change in a/e such that the new maximum A would be less

J

than the previous value. The process would then be cntinued

until no further decrease in the maximum AJ could be obtained.



Case II - Consider next a cylinder in a polar orbit
near the earth with the axis of the cylinder parallel to
the velocity vector and with one side of the cylinder always
facing the earth. It is assumed that there are 10 possible
orbital conditions based on launches at 8, 10, 12, 2, and 4
o'clock in summer or winter. Temperature is to be controlled
at one internal point which is radiatively coupled to the
skin. To show the advantages of a coating pattern over one
uniform coating, the optimum a/e's are shown in Figure 3 for
1, 2, 4, and 8 surface nodes. Included in Figure 3 is the
maximum deviation in °F of the internal temperature from the
desired temperature. It is noted that when 8 surface nodes
are used the maximum temperature deviation is reduced con-
siderably compared to the deviation for one node. In addition,
the coating pattern for the eight node case appears to be
rather unusual. It would have been interesting to compare
this solution to an independent solution by conventional

methods using the same number of nodes.

Ce et o et cepem—————— tm -
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Comments on the Proposal

There are a number ofigdvantages which could be derived
from a coating selection prograg;w‘The program would save the
engineering time in the coating selection phase of the thermal
design. 1In addition, g; would save the time lost between
the many trial solutions that are run on the computer. For
example, in the present trial and error procedure for coating
selection, several steps are required. First, it is necessary
to decide what coatings are to be applied hypothetically to
each surface. Then it is necessary to punch new input data
cards for the heat transfer computer program and to submit
the deck to the computer., Without priorities over other
work for the computer (and priorities are extremely difficult
to obtain) several hours or more are lost before the solutions

can be analyzed to determine what adjustments should be made

in the coating pattern for the next trial.

{Rnother advantage of a selection program is that a
computer has infinite patiencg;J It can be required to compare
and select from hundreds of numbers whereas an engineer tends
to become fatigued. It is therefore quite probable that a

computer could arrive at a better thermal design when there
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are seemingly unlimited combinations to be considered.

There are/lwo reservations about the proposed
program, First,;ﬁow does one program a computer to
perform a functién in which so much intuition, judgment,
and experience is requiregyf And second, ﬁow much machine

time would be required to run such a program? :

In botit the ASME paper and the Proposal, none of the
essential details were given concerning the method used to
determine how to change the coating pattern for each trial
s0 that a minimum number of steps would be required to
converge on an optimum solution. Therefore, it is difficult
to tell what obstacles must be overcome in developing the
general program without actually doing most of the same
work independently. However,ﬁit is not nearly as difficult
to think of ways that most of-the trial and error procedure
could be programmed for a computer for any type of satellite
thermal design problem without necessarily achieving optimum

coatings in an efficient manngEJ

It is difficult to know how to account for tolerances
in the coating properties, or to decide rationally whether

an optimum coating pattern involving delicate materials




would be preferred over a less optimum coating pattern in

which only reliable materials would be required.

At the present time, it is convenient to break up
problems so that the computer time for any one run is
limited to a few minutes., Longer runs must be made at
night, For a 50 node problem with a->out 24 orbital
conditions, which is typical for Goddard satellites, the
running time for one trial is in the order of a few minutes.
It is obvious that a coating selection program would require

much longer times.

Although reservations aave been expressed,)it is
believed that the possible advantages outweigh any of
these reservations, and that the general coating selection

program should be deve10ped:&

(On June 19, 1964, contract NASw-360 was awarded to G.E.

to develop the program)
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Spacecraft Heat Transfer Analysis

J. A. Plamondon
Jet Propulsion Lahoratory

INTRODUCTION

Two somewhat related but vet distinct topics are presented below, First,
some of our thoughts, at the Jet Propulsion Laboratorw,:on the position cof com-
puting as a tool for developing the thermal design of a spacecraft are riven,
The purpose in doing this is tc stimulate discvssion on the subject cf the com=
Futer by presenting one approach to how computing micht fit into thermal desirn.
Second, 'a new general t.re heat transfer proprar tiat was recantlv acouirec from
Arthur DU Little, !nc. is briefly described. The prosrai. is called, "ine .let-cd
of Zcnes for the Calculacicn of Temperature Distribntion.!

DISCUSSION 0= CO-PUTING

Over the past few years - actually frov tne eaxl d s ¢ %7e -1 ireril-
sicn Laborator;'s involvement in space prejects - those wic nave been rlose i
spacecraft therral cent.cl, directly or indirectl:, -ave be=n concerneu over t-e
rosition that the dirital cemputer sheuld -old in the cverall effcrt ¢ srace-
craft thermal design.

There is a reneral awareness of the imrortance cf the Jiiit:1 crmrt
and ¢ analysis, in peneral, in a thermal dezirn effort. At the samc ~ir -,
alsc very clear that analysis and, in rarticular, ccrrlicated ar-l sie .:r
the dicital eempuier is not rrecise, and - erefcre, cannot be relied nircp !
itself to estatlish the final t ermal design cf - srvacecraft. Sclutiens o tr ned
frem the dizital computer are simply not accurate encurh, or at mcst, ¢ r confi-
dence in their accuracy is not sufficient, for taem tc e the sclz bas®s of Tinal
desirn certification. Collaboration cf the experimental and the an:l tical is
essential) to establish ccnfidence in the suitatility and reliabilits ¢! a design.
Nevertheless, the computer, in spite of its snortcomings, does appezr tc tave
great potential, rerhaps more potential than anv other sin~le tool avo:labla to
the temperature centrecl engineer.

.5
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The usual technioue for using ccmputers tc sclve complicated hcat transfer
problems is to lump into nodes, zones, and so forth, incremental vclumes to form a
network analog or model of the heat flow paths present jin the physical rrcblem,
The computer, of crurse, then analyzes this computational model. This is finej
but .in the prncess of transcriling a real problerm into a comrutational medel; the
imporvant ouestior arises of how w21l this process can be carried out for very
complicated problzrs, and censeouentlv, how much coniidence can be placed in
computed data?

The difficulties encountered in computational modeling can probablv be
considered as arising from twe sources; the modeling of the heat [lcw paths
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present in the hardware, and the assigning of numerical values to describe the
lumps and the interactions between lumps. ' For geometrically simple problems,
the lumping or formation cf e heat flow model is a relatively straightforward
process with most computer programs having analytical guide linees, However,
when the geometry of a problem is complicated, computational modeling becomes
difficu™v and simple analytical guide lines become almost meaningless, The
lumping process becomes partly intuitive and accurate representatior. becomes
heavily dependent upon enpinearing understanding, judgement, and experience.
This leads tn uncertainties and a ccrresponding lack of confidence in computed
results. In the area of assigning numerical values to describe the lumps and
their interacticns, the main problem is of a different nature and centers around
obtaining reliable thermu-physical data; for example, obtaining reliable joint
conductance information. !roblems in this area will certainly diminish as a
result of current and future thermo-physical research,

In addition to those problems acsociated with the modeling of hardware,
uncertainties are also introduced because of the ecuativns upon which we base our
calculations; for examrle, it is known that the physical idealizations which are
generally ascribed to t-e “ehatior of radiation interchange are very liberal.

This type of uncertainty will alsc diminish wizh future researct on the phvsical
behavior of heat transport. The last type of error which is enrcountered in com-
puted data results from numerical inaccuracies in computation; however, this type
of error can be controlled since it is mathematical in nature, involving numerical
analysis.

Faced with uncertainvies of the tyre just described, it is legitimate to
ouestion the possible nsages of the digital computer in thermal desirn and, of
course, the counsecusrniiial advantages ol its utilization.

In reviewing the development ssheduling of a spacecraft, it appears that
the use of the computer should be initiated as early as prssible. Certainlv, it
should be initiated no later than the completion of preliminary design when
migsion objecti‘es and general spacecraft confipurations are somewhat defined in
terms of probable size, shape, power, and so forth, The purpose would be to inves-
ligate, as early as possible, the fearibility of preliminary design concepts as
they relate to a particular spacecraft's confiruration and mission. The results
from such early anal-tical investigations do not have to be very accurate or very
detailed; all that wou.d be gscught is werification that preliminary desi:n ccncepts
do indeed produce desired trends. For example, suprose that prelimirary estimates
call for a particular i pe of temperature contrcl hardware such as louvers; it
certainly would be dzsirable to analytically verify, earlv in the development
schedule, that the louvers are really needed and, if so, that thev precduce the
desired degree of control., Furthermore, and perhaps just as important, it would
be very desirable to kncw early in design the criticality of such a device to
parametric, thermal variations so as to know what conditions lead to marginal and
unreliable operatior. darly analytical investigations in which complicated space-
craft thermal interactions are accounted for, offer the opportunity of uncovering
critical thermal rroblems so as to allow a maximum of time for their solution or
to permit alteratiors :n configuration and/or mission objectives with the least
amount of disturbance. It should “e pointed ocut that such early investigations
can only be carried cit analvtically since experimental hardware is not available,
and that only threoush the use of the computer can the necessary sophistication be
brought to bear; bty this is meant the multiplicity of thermal interactions.
Further development in the methodovlogical use of the digital computer must be
carried out in crder tnat such early investigations can be performed with reason-
able confidence.
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Upon confirmation of preliminary design concepts and corrections thereof,
the simpls computational models used can then be refined to conform nore and more
clcsely with actual spacecraft hardware in order to perform detailed thermal
investigations. However because of the uncertainties associated with computer
analysis, it is essential that refinements in computational modeling be carried
out in conjunction with experimentation. The inclusion of the experimental with
the analytical forms an iterative process or procedure. With somewhat refined
computational models, parametric studies can he undertaken to determine the
importance of various thermal elements making up the model. For exampl=, the
thermal influence of a particular joint thought to be important could be analyt-
ically studied tc determine its influence. If found to be important, an experi-
ment could be developed to determine fairly preciselv the magnitude cf the
cenductance across the joini. The experimental result wculd then be incorporated
into the computational medel. This sort of iteration procedure can be repeated,
using the computational model itself to determine its own shortcomings through
parametric study, until a fairly representative mcdel evcives in the sense that
the heat transfer within a piece of hardware is well understcod. Utilization cf
the computer in ibis ~2nner aide in directing and giving credence to certain test
programs; that is, it aids in determining just what aress are reall' impcrtant to
test, Verification of the computational model ¢f course recuires experimental
correlation cf its ahility to predict steadv-ctate and simrle transient cond’tions.
Cnez cerrelation has besn established, it would then be possible tc investipate
all thermal events cccurring during tre cc.rs2 of a missicrn, which is soriethinp
that is entirely imp.ractical to carry cvt experimentally. Ancother thing that is
impractical exverimentally, but easily done analytically, is failire rode studies
in which varicus pessible failur:s can e studied to delermine their effect,

The potertial advantages of better integrating the digital computer into
the design effort lie basically in obtaining ccncrete design information at an
earlier time in the cver-all development schedule, Without analvsis upon which
we can place a high degres of confidence, concrste design information must
n:cessarily wait fer hardware development, fabricatios, and delivery before
experimental informatior can be cbtained. Desirn changes at this pcint can only
be justified when cetastrophic failure or unsolvable situation is exrected. Thus,
the temperaturc ccntrcl engireer must live with his problem with 1little or neo
chance cf sidesteprping it through hardware redesign. What we are seeking in
temperature control is earlier decision capability in crder to better integrate
thermal considerations inte other aspec’s of hardware design. To do this, we must
be atle to obtain thermal infcrmation, accurately founded, at a pace consistent
with other design activities. There appears to oe no way, other than analysis.

Current plans sre to investigate possible ways in which t'e di;ital com=
puter can best be used within the framework of its current uncertainties. A
particular ccnfipuration will be analyzed in order tc defire the difficulties
encountered in using the comruter and to find ways around trese difficulties.,
In this investigation, testing will te used as a ccriplement to anal;sis in the
manner described previously. The object for analysis will be the Arthur D. Little
thermal scale mcdels. The ATL medels have been thoroughly tested and tre accuracy
of the results is alrost unouestionatle. Plans czll for using the comruter alcng
with complementary testing to predict the thermal condition of the models, For
this effort, none of the ADL model test results will be used as inputs for
analysis. The' will ke nsed onl: as a standard for comparison with analytically
obtained predicticns. 1In this way, it is planned that ways of sidesteppingr some
curvent uncertsinties in anal sis will be found. This will in turn lead tc ways
of better exploiting the pctential of the computer,
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METHOD OF ZONES

Next, a new heat transfer program which was recently acocvired fron
Arthur D. Little, Inc. and which is called, "The Method of Zcnes for the Calcu-
lation of Temperature Distribution," will be described. There are twc reports
on this program, so the description will be brief. The first report covers the
methodclogy of the approcach used in the program. The second part is a descrip-
tion of how tc use the program covering the input and output format and a
program listing.

The "Method of Zones" is an improved method for obtaining tolutions to
spacecraft associated heat transfer problems involving radiation and conduction.
The program is one of the few general type heat transfer programs specifically
designed for spacecraft heat transfer problems. The approach used in the program
is not that nf sirmly lumping parameters to form a nodal network analogous to an
electrical circuit as in most general heat transfer programs. Rather, the
approach consists of breaking a problem into zones of finite aree for two-
dimensional situations and into finite volumes for three-dimensional situations.
The approach retains the essential characteristics of boundary value techniques
in that each zone is characterized by prescribing conditions to the boundaries
of each zone. The boundary conditions can represent a known heat input or out-
put rate, or an unknown heat invut or outvut rate expressed in terms of an
unknown boundary temperature function such as « The generalized heat diffu-
sion equation is written for each zone and is integrated over the volume of the
zone. The integration is performed by introducing the volumetric mean tempera-
ture of the zone. The integration of the diffusion equation results in an
instantaneous heat balance equation which involves the heat fluxes over the
boundaries of the zone and the rate of change in the mean temperature of the
zone; that is, we have a differential equation expressed in terms of the time
rate of change in mean temperature and the heat fluxes over the boundaries. The
differential equation itself is no different than one would find in the tyvicel
lumped parameter program. The difference results from relating the input and
outnut fluxes in the differential equation to the boundary conditions of the zone.
This is done by derivine approximate formulas, based upon an rscumed paraboiic
temperature distribution in the zone, in which :he fluxes at the boundaries are
expressed in terms of the boundary's mean temperature und the zone's mean tempera-
ture. If the boundary corditions are ignored, the program degenerates into the
typical lumped parameter program. tach zone is, thus, mathematically character-
ized by a set of equations consisting of one differential equation for the mean
temperature of the zone and a number of boundary equations (algebraic) for the
temperature of the boundary. The equations are solved in a manner normal to
other general heat transfer programs in that the differential equation is solved
implicitly; however, the boundary equations are solved explicitly. The higher
order of approximation resulting from the parabolic assumption permiis a compli-
cated system to be subdivided inio fewer parts than i{s necessary when conventional
nethods are used.

In the =viort on the program, three simple examples are given to illustrate
the applicatior and neccuracy of the method. Criteria are also given which enable
zor.e sizes to be chosen properly in practical applications. The criteria are
Jderived by commarine calculationt maje by the method of zone with exact results
obtained for simole cusers,
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The numerical procedure, which is a modified Gauss-Seidel procedure,
for solving the difference equations at each time step is discussed, and
experience by ADL with convergence of the procedure is reviewed. The program
also includes checking procedures which are based on the principles of reci-
procity and conservation of energy. These provide an initial check on the
consistency of the input through the reciprocity principle, and a running
check on the solution of a problem through the conservation of energy principle.
Capability is built into the program and is controllabie by the user for stopping
the computer should the conservation nf energv check show that the numerical
solution is not being carried out to desired accuracy.

As far as the user 1s concerned, the input and output formats o1 *“he
program are as simplc as any the writer has seen. However, all information
supplied to the program must be supplied in duplicate in order that the reci-
procity principle can check for input consistency. One of the important
advantages in the program results from the way the equations are written.

Being written in terms of flux instead of tempersture, permits the utilization
of Oppenheim's network method for diffuse inter-reflections or Bobco's corollary
for specular inter-reflections involving plana:r surfaces.
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ORBITER HEAT FLUX COMPUTER PROGRAM

W.A. Hagemeyer
Jet Propulsion Laboratory

Abstract

A two-pnased ccniract is currently underway to develop 1) a set
of parametric curves of absorbed heat flux for specific geometries,
and 2) a generalized computer program whose output is absorbed heat
flux on the surfaces of a planet orbiting spacecraft. The absorbed
heat fluxes include tne effects of blockage by and reflections from
adjacent spacecraft surfaces, assuming all surfaces to be diffuse.

The final computer program will calculate fluxes on any of ten
arbitrarily positioned plane surfaces, with any surface properties,
planetary radiation cnaracteristics, solar intensity, and orbital
parameters. Outputs will be heat fluxes versus time, geometrical
configuration factors, and radiant flux interchange factors.

This effort started roughly in May of 1963 wihen JPL was in the
midst of its Voyager Studies. Thermal Control was actively involved
in that study, seeking to provide guidelines for basic vehicle
configuration. The transit problem was felt to be fairly well und=rstood,
and effort was directed at determii.ing the peculiarities involved in
making a deep space probe into an orbiter.

At this point, it might be worth while to mention some of the
constraints to the Voyager as they apply to the themrmal design. JPL
spacecraft are typically fairly régular polygons with the electronics

connected to the flat faces of this polygon, which then constitutes
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what 1s called the spacecraft bus. This, plus the fact that

cylinders can be represerted by flat surfaces,allowed us to restrict
the study to flat surfaces. Mission requirements of importance were
dual planet capability (Venus or Mars), solar panel or RIG power

source, landing capsule, and a scientific payload which would want to
scan the planet. (bviously a solar panel power source required sun
orientation for the solar panels and probably the spacecraft bus,

while an RTG would allow planet orientation. Therefore, both situations
hal to be evaluated.

Our first estimation was that the added heat fluxes near a planet
would be critical, especially in the case of Venus. Tnis conclusion
was reinforced by some preliminary numbers extracted from Reference 1.

A survey of the literature (Reference 2) indicated that no
published effort had been expended in the direction of accounting
for shading of orbiter radiator surfaces by portions of the vehicle.

It was felt that this might be a reasonable way to eliminate some
unvanted heat fluxes. Alternatively, this approacn might allow

adding some ueat flux during periods of spacecraft quiescence. These
heat fluxes, in order to be successfully used, must include the

energy reflected from the adjacent surfaces. To provide tne capabiiity
to more readily evaluate these effEcts,'a contract was let to generatc

a computer program which would provide the required heat flux information.
The required flux information will consist of the following fluxes:

solar, nlanet albedn, and planetary infrured, including blockage by
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and reflections from adjacent spacecratt surfaces. Secondary information
output will be incident solar, planet albedo, and planetary infrared
fluxes, view factors, and radiant flux interchange factors.

The contract consists of two phases. The first is a parametric
study of particular ortiter configurations. The second is to prepare
a generalized computer program for generating the required heat
fluxes for any configuration of flat surfaces.

In the parametric study, the basic configuration studied consists
of two or three adjacent sides of a rectangular box as shown in Fig. 1,
surface 1 being the primary radiator surface, surfaces 2 and 3 being
secondary surfaces. Fig. 1 also delineates the dimensions used to
decscribe the configuration. This configurstion is then considered to
be either sun oriented or vplanet oriented in three particular orbits
as shown in Fig. 2. Specific positions considered in each orbit are
shown in Mg. 3. For all the above cornditions, eight attitudes are
considered varying from 100km to 30,000km, a/b and c/v (see Fig. 1)
vary from 1/4 to 1 while # = 90° and }= Q= 90°, and the surface
properties of the primary surface and the secondary surface are fixed.

Several of the other parameters are varied at only one altitude
at the sub-solar point in order to indicate the trends of these
changes.

This parametric information will be tabulated with bounding
values plotted. It is intended that this data will provide preliminary
design information for the up-coming planetary orbiters.

The generalized computer program will have as inputs any arbitrary

get of orbital parameters, planetary characteristics, solar intensity,
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number and orientation of radiator surfaces, and a specification of
either sun or planet orientation. Using these inputs, the program

w1ll generate the required heat flux Information as mentioned previously
in addition to giving the points of entry and exit from the planet
shadow. These heat flux outputs, as well as the radiation interchange
factors can then be inserted directly into a temperature computation
program to develop a complete temperature profile for the vehicle in

orbit.

References
l. ASD Technical Report 61-119, Part 1, December 1961.
2. JPL Literature Search No. 522, April 29, 1963, Thermal

Design of Non-Spinning, Planet, or Inertially Oriented
Satellites.
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BASIC APPROACH
IN

JPL COMPUTER PROGRAMS

Trederick N. Magee

Jet Propulsion Laboratory

Pasadena, California



Numerical analysis methods for the solution of spacecraft heat
transfer nroblems were not used to a significant degree at the Jet
Propulsion Laboratory as of March, 1962. The computer program at the
Laboratory at that time had been prepared for another application some
years earlier and had been found to be unsatisfactory for spacecraft
calculations. Since it was known that considerable effort in this area
had been invested by various industrial concerns, it seemed appropriate
to examine and compare their methods to assure that the utmost advantage
was taken of this experience. Uppermost in mind was the fact that the
personnel who would derive the greatest utility from this tool were
unacquainted with computer programs. Therefore, the absolute minimum
of familiarization time was necessary and the routine selected should
not be so completely automatic as toc meke it mercly a "numbers game'.

The following criteria were established as a basis for evaluation:

[ S

L. Simplicity--simplicity should be sacrificed only at the

.

expense of actual computation time or accuracy. Even then
trade-offs should be carefully examined.

2. [nput formats should be highly systemized. Clear, concise
féé& sheets together with a code key chart to follow.

3. Assure that data input interpretations by the key punch
opeygfor are minimized. h ‘ o

b, Doublg storage of any input data will permit external checking
uy v simole sub-routine.

Quorat format should always include a print-out of the input

data.
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The routine format finally chosen was that employeg by the Hughes
Aircraft Co. essentially due to the program simplicity and the fact that
explicit and implicit (transient and steady-state) solutions could be

Gemam It

obtained from the same input data "package'.
The input package counsists of:
1. Problem identification.

2. Time information.

3. Initial temperatures (T).

L. Heat capacitance (G).

5. Heat generated (internal) (Q).
6. Conductive heat connection (C).
7. Radiation heet connection (S).

8. Geometry data (how nodes are !, .terconnected).

The program capacity is of the crder of 500 "nodes” and to

date problems cof 250 to 300 nodes have been run without difficulty.

Necessity forced the development o{/g@di&igna; features ac our
experience increased and specific needs were recognized.

The transient program can nov monitor the temperature of any
desired node and output the quantity of heat required to maintain it within
a specified temperature range. At a predetermined signal temperature a
trigger can be activated to change certain thermal characteristics (such
as conductivity, emissivity, absorptivity, heat capacitance) when necessary.

These features provide considerable latitude in examining the
many complex problems inherent in the spececraft thermal spectrum.

I cannot say with great certainty that the following basic question

has been ansvered, tut here ig my humble attempt:



Why computing?

Ultiuwately to he able, through analysis, t. define the
complete temperature spectra of a spacecraft through all phases
of its flight within the conventional limits of engineering
accuracy. The two advantages are greatly reduced schedule
time and cost. It is recognized that this goal is ambitious
but should we aspire to lcss we would be remiss in attending

our professional obligation.





